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Abstract. Visual cryptography is to encrypt a secret image into some shares (transparencies) such that any qualified
subset of the shares can recover the secret “visually.” The conventional definition requires that the revealed secret
images are always darker than the backgrounds. We observed that this is not necessary, in particular, for the textual
images.

In this paper, we proposed an improved definition for visual cryptography based on our observation, in which
the revealed images may be darker or lighter than the backgrounds. We studied properties and obtained bounds for
visual cryptography schemes based on the new definition. We proposed methods to construct visual cryptography
schemes based on the new definition. The experiments showed that visual cryptography schemes based on our
definition indeed have better pixel expansion in average.
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1. Introduction

Due to fantastic development of computers, powerful cryptographic algorithms and proto-
cols are designed to meet security requirements of various applications. However, almost
all of those need computing power of computers. In some situations it may not be possible
or necessary to use computers, for example, a security guard checks the security badge of a
personnel. Obviously, the security guard uses his visual system to authenticate the badge.
We can see that the human visual system is one of the most convenient tools to decrypt the
information. Therefore, Naor and Shamir [13] invents the visual cryptography in which a
written material (secret image) is encrypted in a perfectly secure way such that the human
visual system can easily decrypt the image with some special arrangement.
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In visual cryptography, a dealer encodes the secret image into n special transparencies
(shares) and gives each participant a transparency. Each transparency reveals absolutely no
information about the secret image. Nevertheless, a qualified set of participants can decode
the image by stacking their transparencies together so that the darker secret image appears
and the participants read it directly. On the other hand, a forbidden set of participants can
not get any information about the secret image from their transparencies even with infinite
computing power.

There are quite many new results and extensions of the original work [1–8,12,14,17].
All those work use the definition of Naor and Shamir, i.e., when recovered, the secret
image is darker than the background. However, in many situations, what the human visual
system cares about is “contrast,” no matter whether the image is darker or lighter than
the background. For example, we can get the textual secret image “5” from either ➄ or �.
Therefore, we give a new definition for visual cryptography based on the above observation.
With this new definition, we propose various visual cryptographic schemes. Our schemes
have better pixel expansion than previous results in some cases. In this paper, we obtain the
following results:

• We propose an improved definition for visual cryptography.

• We study properties and obtain bounds for visual cryptography schemes based on the
new definition.

• We propose methods to construct visual cryptography schemes based on the new defini-
tion. The experiment results show that our constructions provide better pixel expansion
in average.

1.1. Previous Work

Naor and Shamir [13] defined visual cryptography formally and proposed an optimal visual
cryptography scheme for the (n, n)-threshold access structure. They also extended the
work for the (k, n)-threshold access structures. More results along this line with higher
contrast were proposed in [2,4–7,18]. Hofmeister et al. [7] proposed a visual cryptography
scheme for (k, n)-threshold access structures, which achieves the best contrast by solving
a simple linear program. Ateniese et al. [2] proposed an efficient technique to construct
visual cryptography schemes. They analyzed structures of visual cryptography schemes
and proved bounds for the size of the shares. Visual cryptography schemes for colour
images were given in [11,15,18].

Extended visual cryptography defines that each share shows an image, but their com-
binations show the real secret image. Naor and Shamir [13] proposed an extended visual
cryptography scheme for the (2, 2)-threshold access structure. Droste [6] proposed a very
general method to construct an extended visual cryptography scheme for an arbitrary access
structure, which is not necessarily monotonic. Ateniese et al. [3] proposed a hyper-coloring
technique to construct extended visual cryptography schemes. It is possible that each share
shows a different image initially and a different combination of shares shows a different
secret image. Kim et al. [9] discussed negative images for access structures.
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2. Model and Notation

Access Structure. We consider arbitrary access structures. Let P = {1, 2, . . . , n} be a set
of participants. � = (P, Q, F) is an access structure if both Q and F are subsets of 2P and
Q ∩ F = ∅. Each X ∈ Q is a qualified set of participants and each Y ∈ F is a forbidden (non-
qualified) set of participants. We call (P, Q, F) complete if F = 2P − Q, which is denoted
by (P, Q) in short. (P, Q) is a (k, n)-threshold access structure if all k- or more-element
subsets of P are in Q. Q is monotonically increasing if X ∈ Q implies that for all X ′ ⊇ X ,
X ′ ∈ Q. F is monotonically decreasing if X ∈ F implies that for all X ′ ⊆ X , X ′ ∈ F . We say
that � = (P, Q, F) is monotonic if Q is monotonically increasing and F is monotonically
decreasing. We remark that Q is not necessarily monotonically increasing and F is not
necessarily monotonically decreasing for an arbitrary access structure (P, Q, F).

Notation. Let B be a Boolean matrix and Bi be the i th row vector of B. Let Bi + B j be
the bit-wise OR of vectors Bi and B j . Let X be a subset {i1, i2, . . . , iq) of a participant
set P . We define OR(B, X) to be the vector of “OR” of rows i1, i2, . . . , iq of B, that is,
OR(B, X) = Bi1 + Bi2 +· · ·+ Biq . Let w(v) be the Hamming weight of row vector v. For
brevity, we let w(B, X) = w(OR(B, X)). Let A‖B denote the concatenation of two matrices
A and B of the same number of rows. Let |X | be the number of elements in set X .

In visual cryptography, a secret image consists of a collection of black and white pixels.
We use 0 to denote the white pixel and 1 to denote the black pixel. Each pixel in the image
is considered separately. A pixel is divided into pixel shares. Each pixel share consists of m
subpixels and is given to a participant such that a qualified set of participants can recover
the pixel by stacking their pixel shares and a set of forbidden participants cannot get any
information about the pixel, that is, the subpixel patterns of the pixel shares of the black
pixel are the same as those of the white pixel. An image share (or share) of an image consists
of all the pixel shares of its pixels.

To construct n shares of an image for n participants, we prepare two collections C0 and C1,
which consist of n ×m Boolean matrices. A row in a matrix in C0 and C1 corresponds to m
subpixels such that 0 denotes the transparent point and 1 denotes the dark point. For a white
(black) pixel in the image, we randomly choose a matrix M from C0 (C1, respectively) and
assign row i of M to the corresponding position of share i . The resultant shares need satisfy
the properties of visual cryptography. The conventional definition for VCS is as follows.

Definition 2.1. [2] Let � = (P, Q, F) be an access structure. Two collections (multisets)
C0 and C1 of n ×m Boolean matrices constitute a visual cryptography scheme (�, m)-VCS
if there exist a value α(m) > 0 and a set {(X, tX )}X∈Q satisfying:

1. Any qualified set X = {i1, i2, . . . , iq} ∈ Q can recover the shared image by stacking their
transparencies. Formally, for any M ∈ C0, w(M, X) ≤ tX −α(m) ·m; whereas, for any
M ′ ∈ C1, w(M ′, X) ≥ tX .

2. Any forbidden set X = {i1, i2, . . . , iq} ∈ F has no information on the shared image.
Formally, the two collections Dt , t ∈ {0, 1}, of q ×m matrices obtained by restricting
each n ×m matrix in M ∈ Ct to rows i1, i2, . . . , iq , are indistinguishable in the sense
that they contain the same matrices with the same frequencies.
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The first property, called contrast, ensures that the image revealed by the stacked shares
of a qualified set of participants in Q shows enough difference between the white pixels
and the black pixels. The value m is called pixel expansion and the value α(m) is called
contrast, which should be as large as possible. The larger the contrast is, the sharper the
image revealed by the stacked shares is. We call {(X, tX )}X∈Q the set of thresholds, where
tX is the threshold associated with X . The second property, called security, ensures that
nothing about the image can be recovered from the shares of a forbidden set of participants.
We do not care about what image is revealed by the shares of a participant set X �∈ Q ∪ F .

We observe that by the definition only monotonic access structures have visual cryptog-
raphy schemes. Assume that a forbidden set X ∈ F contains a qualified set Y ∈ Q. Then,
X ’s corresponding D0 and D1 are distinguishable by observing the matrices of D0 and D1

restricted to the rows of Y .
We consider general access structures. An access structure is non-monotonic if some

forbidden set contains a qualified set. Non-monotonic access structures have some appli-
cations. For example, it may be that a participant x has the right to veto the decision of a
qualified set X , such that X ∪{x} is a forbidden set. We point out that the participants may
not know Q and F . When some participants come together, all they do is to stack their
shares and get the image revealed by their stacked shares. Therefore, non-monotonic access
structures have some physical meaning.

We can see that by Definition 2.1, recovered images are always darker than backgrounds.
As explained above, we give a new definition for visual cryptography that stresses “contrast.”
That is, some recovered images are darker than backgrounds and some are lighter than
backgrounds.

Definition 2.2. Let � = (P, Q, F) be an access structure. Two collections (multisets) C0

and C1 of n ×m Boolean matrices constitute a visual cryptography scheme (�, m)-VCS if
there exist value α(m) > 0 and the set {(X, tX )}X∈Q satisfying:

1. Any qualified set X = {i1, i2, . . . , iq} ∈ Q can recover the shared image by stacking
their shares. Formally, for any M ∈ C0, w(M, X) = tX ; whereas, for any M ′ ∈ C1,
w(M ′, X) ≥ tX +α(m) ·m or for any M ′ ∈ C1, w(M ′, X) ≤ tX −α(m) ·m.

2. Any forbidden set X = {i1, i2, . . . , iq} ∈ F has no information on the shared image.
Formally, let Dt , t ∈ {0, 1}, be two collections of q ×m matrices obtained by restricting
each n ×m matrix in M ∈ Ct to rows i1, i2, . . . , iq , such that
(a) If X does not contain any qualified set in Q, D0 and D1 are indistinguishable in the

sense that they contain the same matrices with the same frequencies.
(b) If X contains a qualified set in Q, the two collections Vt , t ∈ {0, 1}, of 1×m vectors

obtained by OR-ing all rows of each q ×m matrix in Dt are indistinguishable in the
sense that they contains the same vectors with the same frequencies.

Our definition changes the property of contrast, in which the revealed images may be
darker or lighter than backgrounds. We fix the threshold associated to M ∈ C0 and adjust
the threshold associated to M ∈ C1. In defining security, 2(b) deals with the case of non-
monotonic access structures. We require that the “stacked shares” (the OR vector of the
corresponding rows) reveal no information about the image.
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We shall use VCS1 for a VCS based on Definition 2.1 and VCS2 for a VCS based on
Definition 2.2.

We give an example in Appendix to show that this definition may reduce the pixel
expansion rate. We can see that the secret image “CRYPTOLOGY” is either darker or
lighter than the background. The basis matrices (to be defined in the next section) of our
VCS2 construction have m = 4 and α(m) = 1/4. However, by the previous definition, any
VCS1 for the access structure needs at least m = 12 and α(m) = 1/12.

2.1. Basis Matrix

We usually don’t construct C0 and C1 directly. Instead, we construct two n ×m basis
matrices S0 and S1 and then let Ct be the set of all matrices obtained by permuting columns
of St , t ∈ {0, 1}. The VCS2 definition based on basis matrices is as follows.

Definition 2.3. Let � = (P, Q, F) be an access structure. Two n ×m Boolean matrices S0

and S1 constitute a basis for a visual cryptography scheme (�, m)-VCS if there exist value
α(m) > 0 and the set {(X, tX )}X∈Q satisfying:

1. Any qualified set X = {i1, i2, . . . , iq} ∈ Q can recover the shared image by stacking
their shares. Formally, w(S0, X) = tX ; whereas w(S1, X) ≥ tX +α(m) ·m or w(S1, X) ≤
tX −α(m) ·m.

2. Any forbidden set X = {i1, i2, . . . , iq} ∈ F has no information on the shared image.
Formally, let Dt , t ∈ {0, 1}, be two q ×m matrices obtained by restricting St to rows
i1, i2, . . . , iq such that
(a) If X does not contain any qualified set in Q, D0 and D1 are equal up to column

permutation.
(b) If X contains a qualified set in Q, the Hamming weight of the vector of OR-ing all

rows of D0 is equal to that of OR-ing all rows of D1, that is, w(D0, X) = w(D1, X).

We call VCS in Definition 2.2 as VCS2 with collections and that in Definition 2.3 as VCS2

with bases.

3. Properties of VCS2

In this section, we study properties about VCS2 and show how to construct a VCS2 from
smaller VCS2.

Since VCS2 is a generalization of VCS1, any VCS1 is a VCS2.

THEOREM 3.1. Let � = (P, Q, F) be an access structure. Any (�, m)-VCS1 is a (�, m)-
VCS2.

Proof. This is trivial since VCS1 is a special case of VCS2.
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If basis matrices S0 and S1 have a common column, we can delete it from S0 and S1 to
reduce pixel expansion.

THEOREM 3.2 (Deletion). Let � = (P, Q, F) be an access structure. If S0 and S1 are basis
matrices for a (�, m)-VCS2, S′

0 and S′
1 are basis matrices for a (�, m − k)-VCS2, where S′

0
and S′

1 are obtained from S0 and S1 by deleting the same k columns.

Proof. Assume that b1, b2, . . . , bk are the columns deleted from S0 and S1. Let B =
b1‖b2‖ · · · ‖bk . For X ∈ Q, w(S′

0, X) = w(S0, X) − w(B, X) = tX − w(B, X) and
w(S′

1, X) = w(S1, X)−w(B, X) ≥ tX +m ·α(m)−w(B, X) or w(S′
1, X) = w(S1, X)−

w(B, X) ≤ tX −m ·α(m)−w(B, X). Let t ′
X = tX −w(B, X), m ′ = m − k and α(m ′) = m ·

α(m)/m ′. Then, S′
0 and S′

1 meets the contrast requirement of VCS2.
For X ∈ F , after deleting the same columns, S′

0 and S′
1 still meet the security requirements

of VCS2. Therefore, S′
0 and S′

1 are basis matrices for a (�, m ′)-VCS2.

We can exchange the roles of S0 and S1 in a VCS2. Therefore, if we find a VCS2 for an
access structure, we have another one immediately.

THEOREM 3.3 (Inverse). Let � = (P, Q, F) be an access structure. If S0 and S1 are basis
matrices for a (�, m)-VCS2, S′

0 and S′
1 are basis matrices for a (�, m)-VCS2, where S′

0 = S1

and S′
1 = S0.

Proof. For each X ∈ Q, we set t ′
X to be tX +m ·α(m) if w(S1, X) ≥ tX +m ·α(m) and to be

tX −m ·α(m) if w(S1, X) ≤ tX −m ·α(m). Then, for each X ∈ Q, w(S′
1, X) = w(S0, X) ≤

t ′
X −m ·α(m) or w(S′

1, X) = w(S0, X) ≥ t ′
X −m ·α(m).

The security requirements are not affected by exchanging S0 and S1.

We can add a participant such that Q is augmented.

THEOREM 3.4. Let � = (P, Q, F) be an access structure and x �∈ P. If there exists a
(�, m)-VCS2 with bases, there exists a (�′, m)-VCS2 with bases, where �′ = (P ∪{x}, Q ∪
{{x}}, F).

Proof. Without loss of generality, let x be the (n +1)th element in P ∪{x}. Let S0 and S1

be the basis matrices for a (�, m)-VCS2. It is easy to see that

S′
0 =

[
S0

0 · · · 0

]
and S′

1 =
[

S1

1 · · · 1

]

are basis matrices for a (�′, m)-VCS2.

THEOREM 3.5. Let � = (P, Q) be a complete access structure and x �∈ P. If there exists a
(�, m)-VCS2 with bases, there exists a (�′, m)-VCS2 with bases, where �′ = (P ∪{x}, Q ∪
{X ∪{x}|X ∈ Q}).
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Proof. Without loss of generality, let x be the (n +1)th participant in P ∪{x}. Let S0 and
S1 be the basis matrices for a (�, m)-VCS2. It is easy to see that

S′
0 =

[
S0

0 · · · 0

]
and S′

1 =
[

S1

0 · · · 0

]

are basis matrices for a (�′, m)-VCS2.

THEOREM 3.6. Let � = (P, Q, F) be an access structure and x �∈ P. If there exists a (�, m)-
VCS2 with bases, there exists a (�′, m +1)-VCS2 with bases, where �′ = (P ∪{x}, Q ∪{X ∪
{x}|X ⊆ P}, F).

Proof. Without loss of generality, let x be the (n +1)th element in P ∪{x}. Let S0 and S1

be the basis matrices for a (�, m)-VCS2. Let

S′
0 =




0

S0
...

0
1 · · · 1 0


 , S′

1 =




0

S1
...

0
1 · · · 1 1


 and α(m +1) = 1/(m +1).

For every X ∈ Q′ = Q ∪{X ∪{x}|X ⊆ P}, if X ∈ Q, we have w(S′
0, X) = w(S0, X) and

w(S′
1, X) = w(S1, X). If x ∈ X , we have w(S′

0, X) = m and w(S′
1, X) = m +1, where tX =

m. Thus, S′
0 and S′

1 meet the contrast property. Since all forbidden sets are in F , S′
0 and S′

1
meet the security requirement. Therefore, S′

0 and S′
1 are basis matrices for a (�′, m +1)-

VCS2.

We can construct a VCS2 for �′ from a VCS2 for � when �′ is obtained by adding an
additional participant x to � such that some sets containing x are forbidden.

THEOREM 3.7. Let � = (P, Q, F) be an access structure and x �∈ P. If there exists a (�, m)-
VCS2 with bases, there exists a (�′, m)-VCS2 with bases, where �′ = (P ∪{x}, Q, F ∪{X ∪
{x}|X ∈ F}).

Proof. Without loss of generality, let x be the (n +1)th element in P ∪{x}. Let S0 and S1

be the basis matrices for a (�, m)-VCS2. It is easy to see that

S′
0 =

[
S0

1 · · · 1

]
and S′

1 =
[

S1

1 · · · 1

]

are basis matrices for a (�′, m)-VCS2.

COROLLARY 3.8. Let � = (P, Q, F) be an access structure and x �∈ P. If there exists a
(�, m)-VCS2 with bases, there exist a (�′, m)-VCS2 with bases and a (�′′, m)-VCS2 with
bases, where �′ = (P ∪{x}, Q, F ∪{{x}}), and �′′ = (P ∪{x}, Q, F).

We can concatenate the basis matrices of two VCS2’s if their access structures satisfy
some conditions.
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THEOREM 3.9 (Composition). Let �1 = (P, Q1, F1) and �2 = (P, Q2, F2) be two ac-
cess structures. Assume that Q1 ∩ Q2 = ∅. If there exist a (�1, m1)-VCS2 with bases and
a (�2, m2)-VCS2 with bases, there exists a (�, m1 +m2)-VCS2 with bases, where � =
(P, Q1 ∪ Q2, F1 ∩ F2).

Proof. Let S1
0 and S1

1 be basis matrices for a (�1, m1)-VCS2 and S2
0 and S2

1 be basis matrices
for a (�2, m2)-VCS2. We show that S0 = S1

0‖S2
0 and S1 = S1

1‖S2
1 with m = m1 +m2 and

α(m) = min{m1 ·α(m1), m2 ·α(m2)}/(m1 +m2) are basis matrices for a (�, m)-VCS2.
Let Q = Q1 ∪ Q2 and F = F1 ∩ F2. For X ∈ Q, if X ∈ Q1 ∩ F2, we have

|w(S0, X)−w(S1, X)| = ∣∣w(
S1

0 , X
)+w

(
S2

0 , X
)−w

(
S1

1 , X
)−w

(
S2

1 , X
)∣∣

≥ ∣∣w(
S1

0 , X
)−w

(
S1

1 , X
)∣∣

≥ m ·α(m);

if X ∈ F1 ∩ Q2, we have

|w(S0, X)−w(S1, X)| = ∣∣w(
S1

0 , X
)+w

(
S2

0 , X
)−w

(
S1

1 , X
)−w

(
S2

1 , X
)∣∣

≥ ∣∣w(
S2

0 , X
)−w

(
S2

1 , X
)∣∣

≥ m ·α(m).

Thus, S0 and S1 meet the contrast requirement.
For X ∈ F , since X ∈ F1 ∩ F2, the matrix obtained by restricting St to rows of X is that

obtained by restricting S1
t and S2

t to rows of X , t ∈ {0, 1}. Since S1
0 and S1

1 (S2
0 and S2

1 ) meet
the security requirement, S0 and S1 meet the security requirement.

Even if the participant sets are not the same, we can modify the basis matrices a bit and
concatenate them.

COROLLARY 3.10. Let �1 = (P1, Q1, F1) and �2 = (P2, Q2, F2) be two access structures.
Assume that Q1 ∩ Q2 = ∅. If there exist a (�1, m1)-VCS2 with bases and a (�2, m2)-
VCS2 with bases, there exists a (�, m1 +m2)-VCS2 with bases, where � = (P1 ∪ P2, Q1 ∪
Q2, F1 ∩ F2).

Proof. By Theorem 3.7, we can construct basis matrices for (�′
1, m1)-VCS2 and (�′

2, m2)-
VCS2, where �′

1 = (P1 ∪ P2, Q1, F1) and �′
2 = (P1 ∪ P2, Q2, F2). Then, by Theorem 3.9,

we concatenate the basis matrices of (�′
1, m1)-VCS2 and (�′

2, m2)-VCS2.

4. Some Results

We now present some results that are useful for constructing VCS2 for general access
structures.
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4.1. Optimal VCS2 for (n, n)-Threshold Access Structure

Let S0 be the n ×2n−1 matrix whose columns are those that have exactly an even number of
1′s and S1 be the n ×2n−1 matrix whose columns are those that have exactly an odd number
of 1′s. Then, S0 and S1 are the optimal basis matrices for a VCS1 for the (n, n)-threshold
access structure. This construction is optimal for VCS2, too, that is, any VCS2 with bases
must have n ×m basis matrices with m ≥ 2n−1 and α(m) ≤ 1/2n−1.

THEOREM 4.1. [13] Any VCS2 with bases for the (n, n)-threshold access structure must
have m ≥ 2n−1 and α(m) ≤ 1/2n−1.

4.2. Q with a Single Qualified Set

Let � = (P, Q) be a complete access structure such that Q contains a single set X =
{i1, i2, . . . , iq} only. We construct n ×2q−1 matrices S0 and S1 for a (�, 2q−1)-VCS2 from a
VCS2 for the (q, q)-threshold access structure.

THEOREM 4.2. Let � = (P, {X}) be a complete access structure with X = {i1, i2, . . . , iq}.
There exist basis matrices for a (�, 2q−1)-VCS2.

Proof. Let PX be the set of participants in X . �′ = (PX , {X}) is a (q, q)-threshold access
structure. Let S′

0 and S′
1 be the optimal basis matrices for a (�′, 2q−1)-VCS2, as shown in

Section 4.1. By Theorem 3.7, we add the participants of P − PX to the participant set one
by one and get n ×2q−1 basis matrices S0 and S1 for a (�, 2q−1)-VCS2, where the i j th row
of St is the j th row of S′

t , 1 ≤ j ≤ q, and all other rows are 1’s, t ∈ {0, 1}.

4.3. The Cumulative Array Method

We review the cumulative array method that constructs a VCS1 for a complete monotonic
access structure � = (P, Q) [2,16]. Assume that P = {1, 2, . . . , n}. We define ZMF to be
the collection of the maximal forbidden sets in F = 2P − Q, i.e.,

ZMF = {B ∈ F |B ∪{i} ∈ Q for all i ∈ P\B}.

Assume that ZMF = {z1, z2, . . . , zm}. We define the n ×m Boolean matrix

C AZMF = [ai, j ]n×m,

where ai, j = 0 if and only if participant i ∈ z j .
Let Ai = { j | ai, j = 1, 1 ≤ j ≤ m}, 1 ≤ i ≤ n. Let S′

0 and S′
1 be the optimal m ×2m−1 basis

matrices for a VCS1 of the (m, m)-threshold access structure. Then, S0 and S1 constitute
basis matrices for a VCS1 for �, where the i th row of St is OR(S′

t , Ai ), for 1 ≤ i ≤ n and
t ∈ {0, 1}.
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4.4. An Upper Bound for 2-out-n Access Structure

We now give an upper bound for pixel expansion of any VCS2 for the special 2-out-n access
structures. � = (P, Q) is the 2-out-n access structure if |P| = n and Q = {X ⊆ P : |X | =
2}. We present a VCS2 with bases for the 2-out-n access structure.

THEOREM 4.3. There is a VCS2 with pixel expansion m(n) and contrast 1/m(n) for the
2-out-n access structure such that

m(n) =
{

(n−1)(n+3)

4 if n is odd

n(n+2)

4 if n is even

Proof. Let bi, j be the n-dimensional column vector whose i th and j th entries are 0 and
all other entries are 1, 1 ≤ i < j ≤ n. Let ci be the n-dimensional column vector whose i th
entry is 0 and all other entries are 1. Let �1 be the n-dimensional vector of all entries being 1.

For the case n = 2m +1, we let S0 contain all bi, j ’s with i + j = odd and S1 contains all
bi, j ’s with i + j = even. Furthermore, we add 2 copies of ci to S1 for even i , 1 ≤ i ≤ n, and
m copies of �1 to S0. For example, the following are basis matrices of a VCS2 for the 2-out-5
access structure:

S0 =




0 0 1 1 1 1 1 1
0 1 0 0 1 1 1 1
1 1 0 1 0 1 1 1
1 0 1 1 0 0 1 1
1 1 1 0 1 0 1 1


 , S1 =




0 0 1 1 1 1 1 1
1 1 0 1 0 0 1 1
0 1 1 0 1 1 1 1
1 1 0 1 1 1 0 0
1 0 1 0 1 1 1 1




There are m2 +2m, which is (n −1)(n +3)/4, columns in S0 and S1.
We now consider the contrast and security properties of this construction. Since there

is only one bi, j column in either S0 or S1, for any two participants i and j , we have
|w(S0, {i, j})−w(S1, {i, j})| = 1. For any X containing 3 or more participants i1, i2, . . . , ik ,
k ≥ 3, we have w(S0, {i1, i2, . . . , ik}) = w(S1, {i1, i2, . . . , ik}) = m(n) since each column
has at most two 0’s. For any X containing only one participant i , row i of S0 contains m 0’s
if i is odd and m +1 0’s if i is even. This holds for S1 also. Therefore, any single participant
computes absolutely no information about the secret from his share.

For the case n = 2m, we let S0 contains all bi, j ’s with i + j = odd and S1 contains all bi, j ’s
with i + j = even. Furthermore, we add a copy of ci to S1, 1 ≤ i ≤ n, and m copies of �1 to
S0. For example, the following are basis matrices of a VCS2 for the 2-out-4 access structure:

S0 =




0 0 1 1 1 1
0 1 0 1 1 1
1 1 0 0 1 1
1 0 1 0 1 1


 , S1 =




0 1 0 1 1 1
1 0 1 0 1 1
1 0 1 1 0 1
0 1 1 1 1 0




There are m2 +m, which is n(n +2)/4, columns in S0 and S1.
We can discuss the contrast and security properties for this construction similarly. This

completes the proof.
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Droste’s VCS1 construction for the 2-out-n access structure has the pixel expansion
m = Cn

2 ·∑n
i=1(2

i ·Cn
i ) [6]. By the cumulative array method, the VCS1 construction for

the 2-out-n access structure has pixel expansion m = 2 ·Cn
2 . We are aware that there are

(2, n)-threshold VCS1 that have pixel expansion m = 2�log n� [2]. However, the 2-out-n
access structure is different from the (2, n)-threshold access structure. The later one allows
more than two participants to reveal the secret, while the former one does not.

5. Partition of Access Structures

For a given access structure � = (P, Q, F), we can decompose it into smaller access struc-
tures �1 = (P, Q1, F1), �2 = (P, Q2, F2), . . . , �k = (P, Qk, Fk) such that

1. Q1 ∪ Q2 ∪· · ·∪ Qk = Q;

2. Qi ∩ Q j = ∅ for 1 ≤ i �= j ≤ k;

3. F1 ∩ F2 ∩· · ·∩ Fk = F .

We call such decomposition as a partition of �. By generalizing Theorem 3.9, we can
concatenate the smaller basis matrices for (�i , mi )-VCS2’s to form basis matrices for a
(�, m)-VCS2.

THEOREM 5.1 (Partition). Let �1, �2, . . . , �k be a partition of the access structure �. As-
sume that Si

0 and Si
1 are basis matrices for a (�i , mi )-VCS2. Then, S1

0‖S2
0‖ · · · ‖Sk

0 and
S1

1‖S2
1‖ · · · ‖Sk

1 are basis matrices for a (�,
∑k

i=1 mi )-VCS2.

Proof. This is proved by induction on k, k ≥ 2. The induction basis holds by Theorem 3.9.
The induction step follows easily.

5.1. An Upper Bound for General Access Structures

By the results in Theorems 4.2 and 5.1, we give an upper bound on pixel expansion for any
access structure.

THEOREM 5.2. Let � = (P, Q, F) be an access structure. There exists a (�, m)-VCS2 with
bases, where m = ∑

X∈Q 2|X |−1.

Proof. Let Q be {X1, X2, . . . , Xk} and �′ = (P, Q). Since any (�, m)-VCS2 is a (�′, m)-
VCS2, we consider only �′ = (P, Q). We partition �′ = (P, Q) into (P, {X1}), (P, {X2}),
. . . , (P, {Xk}). For each �i = (P, {Xi }), we construct n ×2|Xi |−1 basis matrices for a VCS2

of �i . Since 2P − Q = ⋂k
i=1 2P −{Xi }, by Theorem 5.1 we concatenate these basis matrices

to get basis matrices for a (�′, m)-VCS2, where m = ∑k
i=1 2|Xi |−1.
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6. VCS2 Construction for General Access Structure

We present two methods of constructing basis matrices for a VCS2 of an arbitrary access
structure. Without loss of generality, we consider a complete access structure � = (P, Q),
where P = {1, 2, . . . , n} is the set of participants. In case that the input access structure is
not complete, we add the “don’t care” participant sets into F and form a complete access
structure.

6.1. Top-Down Approach

The idea of our first construction is to partition Q into maximal monotonic subsets Qi ,
1 ≤ i ≤ k, and use the methods in Sections 4.2 and 4.3 to construct the basis matrices for
these access structures (P, Qi ). Then, by Theorem 5.1, we concatenate these basis matrices
for a (�, m)-VCS2.

Our algorithm A1 is in Figure 1. We first pick a qualified set X with a maximum number
of participants and incorporate as many qualified sets under X as possible. That is, for each
picked X , we find the maximum monotonic collection ZMMQ of qualified sets under X :

ZMMQ(X, Q) = {X ′ | X ′ ∈ Q, there is no Y ∈ 2PX − Q such that X ′ ⊂ Y ⊂ X}.
Let �1 = (PX , ZMMQ(X, Q)). Note that by our definition, �1 is monotonic. We then subtract
ZMMQ(X, Q) from Q and continue to find �2, and so on. This process does not stop until
Q becomes empty.

We give an example to illustrate this partition. Let P = {1, 2, 3, 4, 5}, Q = {{1, 3}, {2, 3},
{3, 4}, {4, 5}, {1, 2, 3}, {1, 3, 4, 5}, {2, 3, 4, 5}, {1, 2, 3, 4, 5}} and F = 2P − Q. First, we
choose the maximum set X1 = {1, 2, 3, 4, 5} and set Z1 = ZMMQ(X1, Q) = {{1, 3, 4, 5},
{2, 3, 4, 5}, {1, 2, 3, 4, 5}}. Therefore, �1 = (PX1 , Z1). Then, we subtract Z1 from Q. Q
becomes {{1, 3}, {2, 3}, {3, 4}, {4, 5}, {1, 2, 3}}. We select X2 = {1, 2, 3} and set Z2 =
ZMMQ(X2, Q) = {{1, 3}, {2, 3}, {1, 2, 3}}. Therefore, �2 = (PX2 , Z2). This process con-
tinues and we get �3 = (PX3 , Z3) and �4 = (PX4 , Z4), where X3 = {3, 4}, X4 = {4, 5},
Z3 = {{3, 4}} and Z4 = {{4, 5}}.

Input: � = (P, Q), where F = 2P − Q.
1. if Q = ∅, return S0 = 0n×1 and S1 = 0n×1;
2. A ← Q; i ← 0;
3. while A �= ∅ do
4. i ← i +1;
5. let Xi be the maximum set in A; (break tie randomly)
6. Zi ← ZMMQ(Xi , A);
7. A ← A − Zi ;
8. k ← i ;
9. construct basis matrices Si

0 and Si
1 for �i = (PXi , Zi )

and extend them to T i
0 and T i

1 for �′
i = (P, Zi ), 1 ≤ i ≤ k;

10. return S0 = T 1
0 ‖T 2

0 ‖ · · · ‖T k
0 and S1 = T 1

1 ‖T 2
1 ‖ · · · ‖T k

1 .

Figure 1. A1: Partition Q and find basis matrices.



A NEW APPROACH FOR VISUAL CRYPTOGRAPHY 219

After finding a partition �i , 1 ≤ i ≤ k, of �, we construct a VCS2 for each �i = (PXi , Zi ).
If Zi contains only a single qualified set Xi , we use the method in Section 4.2 to construct
basis matrices Si

0 and Si
1 for a (�i , mi )-VCS2, where mi = 2|Xi |−1. If Zi contains two or

more qualified sets, we use the cumulative method in Section 4.3 to construct Si
0 and Si

1
for a (�i , mi )-VCS2, where mi is the parameter implied by the cumulative method. By
Theorem 3.7, we extend Si

0 and Si
1 to basis matrices T i

0 and T i
1 for a (�′

i , mi )-VCS2, where
�′

i = (P, Zi ). Note that �i and �′
i differ on the participant set.

We continue the example and compute

T 1
0 =




0 0 0 1 0 1 1 1
0 0 0 1 0 1 1 1
0 0 1 0 1 0 1 1
0 1 0 0 1 1 0 1
0 1 1 1 0 0 0 1


 , T 1

1 =




0 0 0 1 0 1 1 1
0 0 0 1 0 1 1 1
0 0 1 0 1 0 1 1
0 1 0 0 1 1 0 1
1 0 0 0 1 1 1 0


 ,

T 2
0 =




1 0
1 0
1 0
1 1
1 1


 , T 2

1 =




1 0
1 0
0 1
1 1
1 1


 ,

T 3
0 =




1 1
1 1
1 0
1 0
1 1


 , T 3

1 =




1 1
1 1
1 0
0 1
1 1


 , T 4

0 =




1 1
1 1
1 1
1 0
1 0


 , and T 4

1 =




1 1
1 1
1 1
1 0
0 1


 .

By concatenating these basis matrices, we get basis matrices S0 and S1 for a (�, m)-VCS2

with m = 14, α(m) = 1/14,

S0 =




0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 1 0 1 0 1 1 1 0 1 0 1 1
0 1 0 0 1 1 0 1 1 1 1 0 1 0
0 1 1 1 0 0 0 1 1 1 1 1 1 0




and

S1 =




0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 1 0 1 0 1 1 0 1 1 0 1 1
0 1 0 0 1 1 0 1 1 1 0 1 1 0
1 0 0 0 1 1 1 0 1 1 1 1 0 1


 .

If we use Droste’s method [6] directly to construct basis matrices for a (�, m)-VCS1,
we get m = 44 and α(m) = 1/44. In the next section, we apply the techniques implied in
Theorems 3.2 and 3.3 to improve this m and α(m) to 6 and 1/6, respectively.

We now show correctness of our construction.
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THEOREM 6.1. The algorithm A1 in Figure 1 outputs basis matrices for a (�, m)-VCS2.

Proof. We only have to show that �′
1, �

′
2, . . . , �

′
k form a partition of � = (P, Q) and

T i
0 and T i

1 are the basis matrices for a (�′
i , m)-VCS2. The later one holds by the con-

structions in Sections 4.2 and 4.3. For the former one, by the definition of ZMMQ(X, Q),
�i = (PX , ZMMQ(X, Q) is a complete access structure over PX . By the algorithm, the next
�i+1 is computed from Q′, where Q′ = Q − ZMMQ(X, Q). Therefore, �′

i , 1 ≤ i ≤ k, form
a partition for �.

6.2. Further Improvement

By Theorem 3.3, if S0 and S1 are basis matrices for a (�, m)-VCS2, S′
0 and S′

1 are also basis
matrices for a (�, m)-VCS2, where S′

0 = S1 and S′
1 = S0. In Step 9 of A1 in Figure 1, for

each �′
i , we actually have two VCS2’s with bases: one is (T i

0 , T i
1 ) and the other is (T ′i

0 , T ′i
1 ),

where T ′i
0 = T i

1 and T ′i
1 = T i

0 . Therefore, we have 2k (�, m)-VCS2’s in total. By searching
among these schemes and removing redundant columns, we can find a VCS2 with better
contrast. For example, continuing the example of the previous section, we let

S0 = T 1
1

∥∥T 2
0

∥∥T 3
1

∥∥T 4
0 =




0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 1 0 1 0 1 1 1 0 1 0 1 1
0 1 0 0 1 1 0 1 1 1 0 1 1 0
1 0 0 0 1 1 1 0 1 1 1 1 1 0




and

S1 = T 1
0

∥∥T 2
1

∥∥T 3
0

∥∥T 4
1 =




0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 0 1 0 1 1 1 1 0 1 1 1 1
0 0 1 0 1 0 1 1 0 1 1 0 1 1
0 1 0 0 1 1 0 1 1 1 1 0 1 0
0 1 1 1 0 0 0 1 1 1 1 1 0 1


.

By Theorem 3.2, we delete equal columns from S0 and S1 and get

S′
0 =




0 0 0 1 1 1
0 0 0 1 1 1
0 0 1 0 1 0
0 1 0 0 0 1
1 0 0 0 1 1


 and S′

1 =




0 0 1 0 1 1
0 0 1 0 1 1
0 1 0 1 0 0
0 0 0 1 1 0
0 1 1 0 0 1


,

which have m = 6 and α(m) = 1/6.

LEMMA 6.2. Any S0 = T 1
t1 ‖T 2

t2 ‖ · · · ‖T k
tk and S1 = T 1

t̄1 ‖T 2
t̄2 ‖ · · · ‖T k

t̄k are basis matrices for a
(�, m)-VCS2, where ti ∈ {0, 1} and t̄i is the complement of ti , 1 ≤ i ≤ k.

Proof. By Theorem 3.3, (T i
0 , T i

1 ) and (T i
1 , T i

0 ) are both basis matrix pair for a (�′
i , mi )-

VCS2, 1 ≤ i ≤ k. By Theorem 5.1 for composition of a partition, this lemma holds.
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Though to find S0 and S1 with minimal pixel expansion among the 2k VCS2’s is NP-
complete, we provide a dynamic programming-type heuristic method to find a reasonable
one.

We assume a canonical order b1, b2, . . . , b2n for n-dimensional Boolean vectors. Let
f i
t = (i1, i2, . . . , i2n ) be the column spectrum of T i

t , t ∈ {0, 1}, 1 ≤ i ≤ k, such that i j is the
number of b j in columns of T i

t . For example, if

T i
0 =


0 0 0 0 1 1

0 1 0 0 0 1
0 1 0 0 0 1


 ,

then f i
0 = (3, 1, 0, 0, 0, 0, 1, 1) is its column spectrum, where b1 = [0 0 0]T , b2 = [1 0 0]T ,

etc. For a spectrum f = (i1, i2, . . . , i2n ), let | f | = ∑2n

j=1 |i j |. Let m(i, j) denote the differ-
ential column spectrum between

Si, j
0 = T i

ti

∥∥T i+1
ti+1

∥∥ · · · ∥∥T j
t j

and Si, j
1 = T i

t̄i

∥∥T i+1
t̄i+1

∥∥ · · · ∥∥T j
t̄ j

for some tl ∈ {0, 1}, i ≤ l ≤ j , where m(i, j) is defined recursively as follows:

m(i, j) =
{

f i
0 − f i

1 if i = j

mini≤l≤ j {m(i, l)+m(l +1, j)m(i, l)−m(l +1, j)} if i > j,

where min{v1, v2, . . . , vr } = vi if |vi | ≤ |v j | for all j , 1 ≤ j ≤ r (we break tie randomly).
That is, m(i, j) is the difference of the column spectrums of Si, j

0 and Si, j
1 . We can see that

the smaller |m(i, j)| is, the smaller the pixel expansion Si, j
0 and Si, j

1 have after deleting
equal columns. Our goal is to find smaller |m(1, k)|. The search algorithm is shown in
Figure 2. During computing m(i, i + z), we keep track the choice of tl , i ≤ l ≤ i + z, in
order to compute the indices for m(1, k).

6.3. Bottom-Up Approach

Our second method uses the bottom-up approach. For a qualified set X ∈ Q, we define the
collection of the qualified sets Y that contain X such that all sets between X and Y are
qualified:

M(X, Q) = {Y |X ⊆ Y, for all X ′ ⊆ Y − X, X ∪ X ′ ∈ Q}.

Input: T i
0 , T i

1 , 1 ≤ i ≤ k;
1. compute f i

0 and f i
1 , 1 ≤ i ≤ k;

2. for z = 0 to k −1 do
3. for i = 1 to k − z do
4. compute m(i, i + z) and record tl , i ≤ l ≤ i + z;
5. let tl , 1 ≤ l ≤ k, be the indices by which m(1, k) is computed;
6. return S0 = T 1

t1
‖T 2

t2
‖ · · · ‖T k

tk and S1 = T 1
t̄1
‖T 2

t̄2
‖ · · · ‖T k

t̄k
.

Figure 2. Search a VCS2 with better pixel expansion.
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Input: � = (P, Q), where F = 2P − Q.
1. if Q = ∅, return S0 = 0n×1 and S1 = 0n×1;
2. A ← Q; i ← 0;
3. while A �= ∅ do
4. i ← i +1;
5. let Xi be the minimum set in A; (break tie randomly)
6. let Yi be the maximum set in M(Xi , A); (break tie randomly)
7. A ← A − Q(Xi , Yi );
8. k ← i ;
9. construct basis matrices Si

0 and Si
1 for �i = (P, Q(Xi , Yi )),

10. as shown in Lemma 6.3;
11. return S0 = S1

0‖S2
0‖ · · · ‖Sk

0 and S1 = S1
1‖S2

1‖ · · · ‖Sk
1 .

Figure 3. A2: Bottom-up partition Q and find basis matrices.

M(X, Q) is not empty since X ∈ M(X, Q). For any Y ∈ M(X, Q), let B(X, Y ) = {X ′|X ⊆
X ′ ⊆ Y }.

LEMMA 6.3. �′ = (P, B(X, Y )) have a VCS2 with n ×2|X |−1 basis matrices S0 and S1,
where the rows of S0(S1) for X is the S′

0(S′
1) of the optimal (|X |, |X |)-VCS1, the rows of

S0(S1) for Y − X are all 0 and the rows of S0(S1) for P −Y are all 1.

Proof. By Theorem 3.5, we extend �′ = (PX , {X}) to �′′ = (PY , B(X, Y )) and by
Theorem 3.7, we extend �′′ = (PY , B(X, Y )) to � = (P, B(X, Y )). The basis matrices
S0 and S1 are constructed accordingly.

For example, for � = ({1, 2, 3, 4}, {{2, 3}, {1, 2, 3}, {2, 4}}) and X = {2, 3}, M(X) =
{{1, 2, 3}} and �′ = ({1, 2, 3, 4}, {{2, 3}, {1, 2, 3}}) has a VCS2 with

S0 =




0 0
0 1
0 1
1 1


 and S1 =




0 0
1 0
0 1
1 1


 .

The algorithm A2 based on bottom-up partition is shown in Figure 3. We reduce the pixel
expansion by applying the algorithm in Figure 2.

7. Experiments and Comparison

We compare the results of our two methods on random access structures with those of the
Droste’s method, which is the most efficient method of constructing VCS1 for arbitrary
access structures. The experimental results show that our VCS2’s indeed have better pixel
expansion (contrast) in average.

We implement A1, A2 and the Droste’s method for arbitrary access structures. The
columns of the basis matrices produced by A1 and A2 are reduced by the search algorithm
in Figure 2. We also remove redundant columns in basis matrices produced by the Droste’s
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Table 1. Comparison of three methods with |Q| ≈ 2n−1.

The Number n The Number of
Average Pixel Expansion m

of Participants Random � A1 A2 Droste’s

3 50 2.1 2.0 2.8
4 100 3.9 4.2 6.6
5 150 8.2 8.8 15.9
6 200 17.2 18.5 38.8
7 300 39.0 41.1 93.9
8 400 87.6 92.1 224.4

A1

A2

Droste’s

250.0

200.0

150.0

100.0

50.0

0.0

m

n

3 4 5 6 7 8

Table 2. Comparison of three methods with |Q| ≈ 2n/3.

The Number n The Number of
Average Pixel Expansion m

of Participants Random � A1 A2 Droste’s

3 50 1.9 2.0 2.6
4 100 3.8 4.0 6.1
5 150 8.2 8.7 15.7
6 200 17.2 18.9 38.5
7 300 38.5 41.9 93.3
8 400 88.2 101.9 230.1

A1

A2

Droste’s

250.0

200.0

150.0

100.0

50.0

0.0

m

n

3 4 5 6 7 8
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Table 3. Comparison of three methods with monotonic �.

The Number n The Number of
Average Pixel Expansion m

of Participants Random � A1 A2 Droste’s

3 50 2.0 2.0 2.0
4 100 4.1 3.9 4.1
5 150 10.0 7.8 10.0
6 200 25.1 15.5 25.1
7 300 64.4 31.7 64.4
8 400 187.3 73.5 187.3

A1

A2

Droste’s

200.0

150.0

100.0

50.0

0.0

m

n

3 4 5 6 7 8

Table 4. Two examples of comparing our methods with Droste’s.

P = {1, 2, 3},
Q = ({1}, {2, 3}, {1, 2, 3}), F = 2P − Q

Our VCS2 S0 =
[

0 1
0 1
0 1

]
, S1 =

[
0 0
1 0
0 1

]

Droste’s VCS S0 =
[

0 0 0
1 0 1
1 0 1

]
, S1 =

[
0 0 1
0 1 1
1 0 1

]

P = {1, 2, 3, 4}, F = 2P − Q
Q = ({1, 2}, {1, 3}, {2, 3}, {2, 4}, {1, 3, 4}, {1, 2, 3, 4})

Our VCS2 S0 =




0 0 1 1
0 1 0 0
0 1 0 0
0 0 1 1


, S1 =




0 0 1 1
0 0 0 1
1 0 0 0
0 1 0 1




Droste’s VCS S0 =




0 1 1 1 1 1 0 0 0 1 1 1 0 1
0 1 1 0 1 0 0 0 1 0 1 0 1 1
1 1 1 0 1 1 0 1 1 1 0 0 0 1
1 1 1 1 1 0 0 1 0 0 0 1 1 1


, S1 =




1 0 1 1 1 1 1 0 1 0 0 0 1 1
0 1 1 0 0 1 1 1 0 0 0 1 0 1
1 1 1 1 1 1 0 0 0 1 0 1 1 0
1 1 0 1 1 0 0 1 0 0 1 1 1 1



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method. For a particular number of participants, we run these algorithms on a number of
randomly chosen access structures. The results are shown in Tables 1, 2 and 3. In Table 1,
we randomly choose access structures with |Q| ≈ 2n−1. In Table 2, we randomly choose
access structures with |Q| ≈ 2n/3. For both cases, the average pixel expansion of our VCS2

for a random access structure is only one half of that of the VCS produced by the Droste’s
method. In Table 3 for monotonic access structures, the A1 algorithm takes the whole Q as a
partition and produces the same result as that of the Droste’s method. But, the A2 algorithm
produces VCS2 with much better pixel expansion. Table 4 shows two access structures that
have better pixel expansion based on our definition.

8. Conclusion

We have proposed a new definition for visual cryptography, in which the revealed images
may be lighter or darker than backgrounds. We run experiments on random access structures.
The results show that our VCS2 indeed has better pixel expansion (contrast). We have studied
properties about our new definition. We also show upper bounds for pixel expansion of VCS2

for general and some special access structures.

Appendix

Let � = (P, Q, F), where P = {1, 2, 3, 4}, Q = {(1, 2), (1, 4), (2, 3), (2, 4), (1, 3, 4),
(1, 2, 3, 4)} and F = {(1, 3), (3, 4), (1, 2, 3), (1, 2, 4), (2, 3, 4)}. Any (�, m)-VCS1 has
m = 12 at least. The basis matrices are:

S0 =




1 0 1 0 1 1 1 1 0 1 1 0
1 0 1 1 1 0 1 0 0 0 0 0
1 1 1 1 1 0 1 1 0 1 0 1
1 1 1 0 1 1 1 0 0 0 1 1




and

S1 =




1 0 1 0 1 1 1 1 1 1 0 0
0 1 1 1 1 0 1 0 0 0 0 0
1 1 1 1 0 1 1 1 1 0 1 0
1 1 0 1 1 1 0 1 1 0 0 1




Our (�, m)-VCS2 has m = 4 and α(m) = 1/4. The basis matrices are

S0 =




0 0 1 1
0 1 0 0
0 1 0 0
0 0 1 1


 and S1 =




0 0 1 1
0 0 0 1
1 0 0 0
0 1 0 1


 .

The following shows the shares of all participants and images of the stacked shares of
participants of qualified and forbidden sets.
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