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Dynamic Periodic Location Area Update in
Mobile Networks

Yi-Bing Lin, Fellow, IEEE Pei-Chun Lee, and Imrich Chlamtdeellow, IEEE

Abstract—n mobile communications networks, periodic lo- 2) Periodic location area updatéPLAU) allows an MS to
cation area update (PLAU) is utilized to detect the presence of periodically report its “presence” to the network even
a mobile station (MS). In 3GPP Technical Specifications 23.012 if the MS does not move. Averiodic LA update timer

and 24.008, a fixed PLAU scheme was proposed for the Universal

Mobile Telecommunications System (UMTS), where the interval (PLAU timer or T3212 in [2]) is maintained in the MS.

between two PLAUS is of fixed length. We observe that MS presence Corresponding to the PLAU timer, amplicit detach(ID)
can also be detected through call activities and normal location area timer is maintained in the network. When the PLAU timer
update (NLAU). Therefore, we propose a dynamic PLAU scheme expires, the MS performs PLAU.

where the PLAU interval is dynamically adjusted based on the call . . . . . .
trafficand NLAU rate. An analytic model is developed to investigate NLAU has been intensively investigated in the literature (see [3]

the performance of dynamic and fixed PLAU schemes. This paper and [7] and the references therein). Most studies on PLAU fo-
provides guidelines to select parameters for dynamic PLAU. cused on mobility database failure restoration [4], [6]. However,

Index Terms—Mobile communications network, mobility man- @ major purpose of PLAU is to allow the network to detect if an
agement, periodic location area update, Universal Mobile Telecom- MS is still attached to the network in the normal network oper-
munications System (UMTS). ation situation (i.e., the mobility databases do not fail). To our
knowledge, this aspect has not been investigated in the literature.
Animportantissue for PLAU is the selection of the perigdor
o the PLAU/ID timers. In 3GPP TS 23.012 [1] and TS 24.008 [2],
I\/I OBILE communications networks have been evolveghet value is set/changed by the network and broadcast to every

from the second generation (€.9., GSM) to the 25 in the LA through the L3-RRC SYSTEM INFORMATION
generation (e.g., GPRS) and then to the third generation [eg.0CK 1 message on the broadcast control channel (BCCH).
Universal Mobile Telecommunications System (UMTS)] [7]in this approach, the, value is the same for all MSs in an LA.
In this evolution, the concept of mobility management hagnere are two issues regarding tfiled PLAUscheme.
remained the same. Consider the circuit-switched domain of . . '
UMTS [1], [2]. In order to track the mobile stations (MSs), the b :r?vlilpl\i thet,, value determined when an MS first enters
cells (the rad_|o coverages of b_ase stations) in UMTS_serwce are ) Is it appropriate to have a fixed value during the MS's
are grouped into several location areas (LAs). To deliver services stay in an LA?
to an MS, the cells in the group covering the MS will page the, . . T
MS to establish the radio link. To identify the LA of an MS,_Th'S paper addresses the above two issues. As we will discuss
mobility management is required. In mobility management, tH& Section I, thet, ‘_’""_'F‘e should be selected based on the call
MS informs the network of its location through the LA updatémd m‘?"emem aCt'V't'eS_ of the MS. Therefore, WE propose a
procedure. The update procedure is executed in two situation%./namlc PLAU scheme in this paper. We investigate the per-

_ . rmance of this scheme and compare it with the fixed PLAU
1) Normal Ipcanon area updatNLAU) is performeq when scheme. Our study provides guidelines to select parameters for
the location of an MS has been changed. Location chan namic PLAU.
of an MS is detected as follows. The cells continuousl!
broadcast their cell identities. The MS periodically listens

to the broadcast cell identity and compares it with the cell II. DYNAMIC PLAU SCHEME
identity stored in the MS’s buffer. If the comparison indi- Before we describe our solution for PLAU, we firstintroduces
cates that the location area has been changed, then thetMSconcept oéittach In UMTS, the attach procedure allows an
sends the location area update message to the network4s to be “known” by the network. For example, after the MS is
powered on, the attach procedure must be executed before the
Manuscript received September 24, 2001; revised December 31, 2001, MdM® can obtain access to the UMTS services. In a mobile com-
13, 2002, May 19, 2002, and June 13, 2002. The work of Y.-B. Lin was supaunications network, four events can be utilized by the network
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When an MS isdetacheddisconnected) from the network checkpoint checkpoint checkpoint
due to abnormal reasons (e.g., battery removal, subscriber l l l
moving out of the service area, and so on), the MS will not 1 T, T *
originate a call. The network detects abnormal MS detach in

. lp —————o
one of the following two cases. *
Case 1) The next PLAU occurs before the arrival of the next |’_ b —
MS call termination. In this case, the network detects (a) An example where Criterion 1 is satisfied

expiration of the ID timer and considers the MS de-
tached. The next MS call terminations will not be
delivered.

L MS call termination
Case 2) The next MS call termination occurs before the ID abnormal MS detach

timer expires. In this case, the network attempts to Chec@om}‘{‘:gt PLAU

deliver the next incoming call to the MS but fails. l or l _
After failure of the call setup, the network considers u s Te 17
that the MS is detached and will disable future MS

call terminations and PLAU timer. tp

In the call termination procedure, the network resources (trunks
and so on) are reserved. In Case 2), these network resources are
not released until the network detects that call setup fails. #iy. 1. Examples where Criteria 1 and 2 are satisfied.

other words, failed call setup wastes network resources, which

should be avoided. To reduce the possibility of Case 2), one maytriggered by expiration of ID timer or failure setup for MS
shorten the interval, of PLAU. On the other hand, shaggmay call termination. In Fig. 1(a), a checkpoint occurg-atind the
resultin large network signaling overhead. Therefogeshould PLAU timer is reset ta, (i.e., the next PLAU is expected to
be carefully selected. A perfect PLAU mechanism will satisfgccur at timer; + ¢,). If ¢, is sufficiently large so that, <
the following criteria. 71 + tp, then the next checkpoint occursatand the PLAU

Criterion 1: When the MS is attached, the presence of tH#mer is reset td,, again. In this scenario, the PLAU is never
MS is detected through call activities (either incoming operformed and all checkpoints are triggered by call arrivals or
outgoing) or NLAUs, and PLAU is never performed. ~ NLAUs. If we selectt,, so that
Criterion 2: When the MS is abnormally detached, the net-
work detects the situation through a periodic update mech- t, = < > 1 (1)
anism [i.e., Case 1) holds], and failure call setup [i.e., Case B
2)] never occurs. . . . . g
If Criterion 1 is satisfied, the PLAU cost is zero when the MS 'tr:/i?tnfﬁslst (?ff’adr ggpg:ittuer:;gyntga}ts (ﬁE;eI;‘t)(? g elsv ?Sgtsggd How-
at_tached. If Criterion 2 s satisfied, then_ the network resourcesFig_ 1(b) illustrates a scenario when Criterion 2 is satisfied. In
will not be wasted due to call setup failure. We show how 1, figure, the MS is abnormally detached between two check-

select the,, value with attempt to satisfy both Criteria 1 and 2_ . . .
) . . oints. The previous checkpoint occurs-atThe abnormal MS
Suppose that the outgoing (MS originated) call arrival rate pl po! previou pol urs

Wetach occurs at; . After MS detach, the next PLAU oc-
the NLAU rate to an MSig,, and the incoming (MS terminated) & > !

. . ) . curs atrg = 74 + t,. The next call termination occurs at. If
call arrival rate isu;. Then the net arrival rate js = po + pi- T > 16, then the PLAU timer expires before the next call ter-
Let mination arrives, and Criterion 2 is satisfied. Since the MS call
a = i P termination rate ig;, to have a good chance to satisfy Criterion
N 2, we suggest thatis selected such that
Statistics from mobile operators [7] indicate that 40% of the . 1 1
call activities are incoming calls to an MS. Therefare< 0.4 ty=—< —=—. @)
can be observed in a typical mobile network. When the MS is Wi ap
attached to the network, we expect to see a call (either incomi
or outgoing) or an NLAU for everyt /i interval. If we select
t, = ¢/p (Wherec > 1) and after every call arrival, is reset
to ¢/, then there is a good chance that Criterion 1 is satisfied. 1<c< l_ (3)
Consider the example in Fig. 1(a) where calls or NLAUs arrive @
at Ty, 72, andrs. For discussion purposes, we definesence  Based on the above discussion, we propose a dynamic PLAU
checkpoinbr checkpoints the action to inform the network ofscheme that dynamically seleats according to the call and
the status of an MS (whether the MS is attached or not). We aldbAU activities of an MS.
definecheckpoint everas an incoming call, an outgoing call, or
an NLAU. Such an event results in checkpoint action. When tiilyynamic PLAU Scheme
MS is attached, a checkpoint is triggered by an checkpoint ev&iep 0. Initially a default t, value is
or PLAU. When the MS is abnormally detached, a checkpoigtven.

(b) An example where Criterion 2 is satisfied

Pfom (1) and (2), ifu, > 0, it seems appropriate to selecso
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Step 1. When a checkpoint event arrives,
the following steps are executed in the
network, specifically, the visitor loca-

tion register (VLR) [71 :

Step 1.1. The interval t; between this
checkpoint event and the previous check-
point event is computed and stored in
storage. The network stores the

recent intercheckpoint event arrival time

m Most

samples.

Step 1.2. The « statistics are updated.

Step 1.3. Let t; be the intercheckpoint

event arrival time between the jth pre-
vious checkpoint event and the j+1st pre-
vious checkpoint event. The value tp is

computed as

<t1+t2+~-~+tm>
t,=c

m

(4)

where ¢ is selected following the guide-

line (3) .

Step 1.4. The ID timer in the network is
reset with the value t,. The MS is in-
formed to reset its PLAU timer.

Step 2. When the network receives the PLAU
message from the MS, the ID timer is reset
with the previously selected tp.

In thefixed PLAUscheme proposed in 3GPP TS 23.012 and
TS 24.008, Step 2 is always executed, and Step 1 is never ex-
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previous checkpoint event next checkpoint event

t

t*___ gl
o— tp1 $}<— tp2 ——. 000 In— tpn —04:: tpmel —]
I T I

} -
Ist PLAU  2nd PLAU nth PLAU n+1st PLAU

Fig. 2. The number of PLAUs between two checkpoint events when the MS
is attached.

N = 0. Let Ny ,,, and Ny be theN values for dynamic
PLAU and fixed PLAU, respectively. We will derive the
expected value& [Ny ,,,] and E[Ny].

2) Let be the probability that when an MS is abnormally
detached, no failure call setup for mobile termination oc-
curs [i.e., Case 1) holds]. It is clear that the bigger he
value, the better the PLAU mechanism. Specifically, Cri-
terion 2 is satisfied whefi = 1. Let 3, ,,, andgy be thes
values for dynamic PLAU and fixed PLAU, respectively.

Telecommunications network operations suggest that incoming
and outgoing call arrivals are Poisson streams [7], and the
aggregate arrivals of the incoming and outgoing calls together
with the NLAUs can be approximated as a Poisson stream.
Following the above statement, we assume Poisson checkpoint
event arrivals as in many other studies [4], [5], [8]. Therefore,
t1,t2,. ...ty in (4) are exponentially distributed, afglhas an

Erlang-m density functioff,, ,.,,(¢,) with meanc/u. That is
m—1
U —(mi/ )ty
Frm(tn) = (%F) [(m_l)!]e NG

The Laplace transform of thig distribution is

oo

ecuted. Also note that in the dynamic PLAU, the MS is in- £(s) = Fom(ty)e™ " dt
formed to reset its PLAU timer by the network. In the standard R N A b

GSM/UMTS procedures, when an MS requests for call origi- ' mp o\ m

nation, NLAU, or PLAU, the network always acknowledges the = ( St )

request. The newy, value is included in GSM/UMTS acknowl- st m

edgment messages issued by the network. In call termination, _ < muy ) ) (6)

the network includes the nety value in the call setup message. sc+mp

Therefore, no extra signaling messages are introduced by the dyFig. 2 shows the scenario when the MS is attached to the
namic PLAU scheme at the cost that the acknowledgment ametwork and there ane PLAUs between two checkpoint events
call setup messages are slightly modified. Note that in 3GPP Fsdynamic PLAU. Fom > 0, letT,, = t,1+tp2+ -+ tpn.
24.008, the), value is broadcast to all MSs through the L3-RRQ@hen, we have (7) shown at the bottom of the next page. For
SYSTEM INFORMATION BLOCK 1 message on the BCCH;n = 0

which cannot be used in our approach. PNy = 0] = Prt < t,.1]

In a real GSM/UMTS network, the dynamic PLAU scheme o
can be implemented in the VLR as a microprocedure. This im- _/
t

tp.1

fp.,m (tp,l),ue_utdtdtp’l

plementation can be vendor specific, which does not change any p1=0Jt=0
GSM/UMTS message flows. The message flows between the - /°° Lo (b 1 )ete4 d
VLR and the MS follow the standard GSM/UMTS procedures. - tpamo TP P
[l. ANALYTIC MODELING =1 = Jpmn). _ ®
_ o ) _ From (7), the expected number &% ,,, is
This section investigates the performance of dynamic PLAU o '
and compares it with fixed PLAU proposed in 3GPP TS 23.012 g, .| = Z nPr[Nym = n]
and TS 24.008. Two performance measures are considered. ’ ot ’

1) Let N be the number of PLAUs occurring between two oo .
checkpoint events (incoming calls, outgoing calls, or =[1=frm()] { n ([ frm(p)] }
NLAUs) when the MS is attached. The smaller tNe n=1
value, the lower the network signaling overhead caused . o (1) )

=1 fr

by the PLAU mechanism. Criterion 1 is satisfied when ()
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Substitute (6) in (9) to yield previous checkpoint event
m mq —1 or PLAU next PLAU
m m
E[Ngm] = 1 - : (10) abnormal MS detach
c+m c+m . i |‘ ¢
Now we deriveE[Ny]. Consider Fig. 2 again. This figure T 5 e

illustrates an example when the MS is attached to the network

and there are PLAUs between two checkpoint events in fixedkig. 3. Timing diagram for deriving,.... and3;.

PLAU. In this example, fol < i < n+1,%,; = ¢/pisa

fixed value, and the intercheckpoint event titris expressed as  That is,84.m = Pr[B|A]. If the occurrence of abnormal MS

t = n(c/p) + t*. Forn > 1, the probability thatV; = n is detach is a random observer, then from residual life theorem

derived as and reverse residual life theorem [9], bothndt have the same
e/ . N
Pr[N; = n] = / Iz eI (/104 gy density functionf; ..,
('lt*=0 ) 1) fo,m @) =f5,m(t)
=(1—-e %e " oo
Forn = - (ﬁ) Tom(ty)dt
n=20 c/, t,=t
c/p
Pr[N; = 0] = Prft < t,.] = “HgE=1—e"¢. (12 — (1
Ay ==l <l = [ w1 02 ({5 08 ()
From (11), the expected number B is ¢ im0 ¢ J:
i e e e—° Furthermore, events A and B are independent of each other and
E[Nf]:Zn(l—e )e = [ _o-c (13) PI‘[BﬂA]
n=1 /Bd,m = PI‘[B|A] = = PI'[B] (18)

E[Ny] can also be derived from (10). Pr(A]
Consider the case when — oo ands = p. Equation (6) is Let v(¢) be the probability that there is no MS termination

rewritten as occurring in a period. Since MS termination calls are a Poisson
) . ) "o stream with rate:; = apu, y(t) is expressed as [9]
lim f> (p)= lim =e ¢ (14) ot
From (6), (8), and (12), we hav& [Ny = 0] > Pr[Nam = 0].  From (17)_(19)
Also, from (8) and (14), we have
Pr[N;=0]= lim Pr[Ng, =0=1-—¢°  (15) HFim= - Spm(8)y(t)dt
Equation (15) is the same as (12). From (10) and (14), we have 2—: {( )/ (mu) (y) [(mu/c)+au]tdt}
= &
e '
E[Nf) = lim_B[Nam] = S (16) =0 ¢/ AU
m—0o0 - m—1

Equation (16) is the same as (13). (ﬁ) (@)J (@ N au)_(j+1)
Probability 34 ., is derived as follows. Consider Fig. 3. Sup- =5 \¢ ¢ ¢
pose that the previous checkpoint event or PLAU occurs at time < 1 ) [ m m
(e | @)

.

71, the abnormal MS detach occursrat and the next PLAU =
occurs atrs. Define two events as follows.
Event A:No checkpoint event or PLAU occurs in perio
1? = T2 — T1.
Event B:No MS call termination occurs in period =

ac m + ac

JNow we derives;. Consider Fig. 3 again. For fixed PLAY, =

¢/ is a constant. Since occurrence of abnormal MS detach is
a random observet, has a uniform distribution in interval [0,
c/p]. From (19),5; is derived as

T3 — T2.
It is apparent that Criterion 2 is satisfied if and only if event B 3, — e/n Db — 1—e™ac 21
occurs under the condition that event A occurs. Pr = —0 (E) v(t)dt = ac (21)

Pr[Ngm =n] =Pr[T, <t < T, 41]

oo Ty n+1
_ / / / / H Foum(toi) | e Ptdtdt, nyr -~ - dty adty
tp1=0Jt, 2=0 nt+1=0

n+1
/ / / H fp,m(tp,]‘) [e_uT” — e_HT"‘Ll] dtp’n+1 s dtp’gdtp,l
tp1=0 Jtp =0 tpmt1=0 | 21
= [frm@)]" L= fym ()] - (7)
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2
*

K: total number of CKPNT intervals;

k: total number of PLAU events;

kO: total number of CKPNT intervals where no PLAU
occurs;

N: total number of AB_DETACH events;

n: total number of events that no call setup failure
occurs after abnormal detaches;

K/
°

7

2
0‘0

K2
L 14

% Bam=n/N;
< E[N,, 1=k/K;
< Pr[N d,m=°l=k°l K;
Start
(1) Set Initial values;
(2) Generate the next CKPNT event
and insert it into the event queue;
(3) Generate the next AB_DETACH
event and insert it into the event
queue; ;
- (4) Execute the next event in the
event queue;
CKPNT AB_DETACH
.

(6) Generate the (12) Compute the
next CKPNT next PLAU time, x;
event and insert (13) Compute the
it into the event (10) Generate the next incoming
queue; next PLAU call arrival time, y;

event occurring

(7) Generate the before the next
next PLAU event CKPNT event
occurring hefore and insert it into
the next CKPNT the event
event and insert queue;

ItuI:::.: .the event (15) n = n+1;
q i [ (1) k=k+1;
(8) Compute tp;
(9) Update K and kO;
. ,
(18) Compute B, .,
E[N, ] and (17) N<10,000?
PriN, =0];

Fig. 4. The simulation flowchart.

tion model that consists of three types of events: 1) Checkpoint
(CKPNT); 2) PLAU; and 3) MS abnormal detach (AB_DE-
TACH). The next CKPNT and AB_ DETACH event arrival times

We can also derivg; from (20) and (14)

By = lim Bim
m— oo ’

1 m m are generated by the exponential random number generator, and
= (a) [1 - n}gﬂéo (m I ac) } all events are processed according to their timestamps. The sim-
| _ o—ac ulation flowchart is shown in Fig. 4. For a CKPNT event, steps

6-9 are executed. For a PLAU event, steps 10-11 are executed.

For an AB_DETACH event, steps 12-16 are executed. In the
The above analytic model is validated against the simulatisimulation experiments, the abnormal MS detach occurs after

experiments. We use a C program to implement the simulaa attach period exponentially distributed with mean that/is

ac
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Bam 0.5 X:a=020:a=04e:a=0.06 Pr[Nym = 0] .///M—v
0.4+ Solid: analytic analysis 0.7

0.3 Dashed: Simulation
0.2 4 0.6 —/(/X/x:(-::t;j: c=15

0.1+
e:c=19x:¢c=23
0.0 T T T T 0.5 T T T T T T

T T I
11 12 13 14 15 16 1.7 18 19 2 6 10 14 18 22 26 30

c m

Fig.5. Comparing analytic analysis with simulation experimg¢nts= 20).  Fig. 6. ThePr[Ng . = 0] performance.

times of an intercheckpoint arrival time interval. Har > 100, 1.0
the simulation results are not sensitive to fifevalues. In our 094  X¢ 0“11-_1
simulation experiments, the confidence intervals of the 99% 084 .o 1lo

for other performance measures are similar and will not be pre

confidence levels are within 3% of the mean values in mos 0.7 3 x:c=23
cases. Fig. 5 shows that analytic analysis and simulation expe 06 ‘\\W
iments are consistent for thievalues. The comparison results B{Nan]
sented in this paper. .\\s\w
0.2 —\o\_‘\»\#‘ﬁ_‘_‘g oo o o o

IV. NUMERICAL EXAMPLES

. . . 0.1 *
Based on the analysis in Section Ill, we use numerical ex

amples to investigate the performance of dynamic PLAU anc 0.0 9 6 10 W 15 o % 30

compare it with fixed PLAU. m

By using (8), Fig. 6 plot®r[Ng,,, = 0] as a function ofn.
The figure indicates that even if we choose a smé#l.g.,c = Fig- 7. TheE[N, ..] performance.
1.1 or 1.5), Criterion 1 can be satisfied with probability higher
than 0.5. In this figure, th®r[N; = 0] values are 0.667 13,

0.77687, 0.85043, and 0.899 74 fo= 1.1,1.5,1.9, and2.3 . Solid: = 0.2; Short dashed & = 0.4; Long dashed: o = 0.6
respeCtiver' X:c=11 o:¢=15; e:c=19

Based on (10), Fig. 7 plot& [N, ,,] againstn, wherel.1 < 0.9
¢ < 2.3. The figure indicates tha&/[N, ] is a decreasing W

function of mm. Whenm is small (i.e.,,n < 6), if dynamic
PLAU measures one more intercheckpoint arrival time samf

(i.e,. m is incremented by one), thE[N,,,] performance is fm I
significantly improved. On the other hand, whenis large 07 _/,—f;"li; X e X X X X 5 B B T P
(m > 20), measuring more intercheckpoint arrival time sam G S D
ples will not improve theE [N, ,,,] performance. In Fig. 7, the /p, o o o= o oT TeT Tem TeT
E[Ny] values are 0.498 96, 0.287 22, 0.17588, and 0.111 421 0647 e e - 8- 8 e~ —e— - —a— —o— —o— ¢
¢ =1.1,1.5,1.9, and2.3 respectively. i

Based on (20), Fig. 8 plots3; ., againstm, where 05 ! | | . K . [
a = 0.2,0.4, and0.6, andc = 1.1, 1.5, and1.9. Form > 10, 2 6 10 14 18 22 26 30
Ba,m IS not sensitive to the change ofi. Suppose that m

m = 20 is selected. Whemx = 0.2,0.82 < B4, < 0.9
for 1.1 < ¢ < 1.9. Whena = 04, 06 < B4m < 08
Whena = 0.6, 0.58 < B4m < 0.72. Therefore, theiy .,
performance is significantly affected hy (i.e., the frequency for a = 0.4, the 3 values are 0.809 01, 0.751 98, and 0.700 44
of incoming calls to the MS). As we mentioned befate= 0.4 for ¢ = 1.1,1.5, and 1.9, respectively; fora = 0.6, the 8¢

is observed in mobile network operations, and gg®d, values are 0.73204, 0.659 37, and 0.596 65cfor 1.1, 1.5,
performance can be expected. In this figure, thevalues andl.9respectively.

are shown below. Forr = 0.2, the 37 values are 0.89764, Note that thePr[N; = 0], E[Ny], and 3; values corre-
0.86394, and 0.83194 far = 1.1,1.5, and 1.9, respectively; sponding to Figs. 5-7 are “optimal.” That is, such good perfor-

Fig. 8. Thes, .. performance.
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1.0 traffic patterns, much less network signaling overhead for LA

0.9 Solid: Dynamic PLAU updates is expected in dynamic PLAU compared with that in

0.8 Dashed: Fixed PLAU o o X fixed PLAU.

0.7 X :a=0.2 ;o /

0.6 o:ra=04

EEU[V]%O] gi 1 era=os V. CONCLUSION

0:3 h In mobile communications networks, periodic location area

0.2 - update is utilized to detect the presence of a mobile station.

0.1 In 3GPP Technical Specifications 23.012 and 24.008, a fixed

0.0 ‘ PLAU scheme was proposed for UMTS where the interval be-
0.0 0.2 1.0 tween two PLAUS is of fixed length. We observe that MS pres-

ence can also be detected through call and movement activi-
ties. Therefore, we proposed a dynamic PLAU scheme where
the PLAU interval is dynamically adjusted based on the call

Ba20, B

Fig. 9. Relationship betweeB[N] and3 (m = 20).

and NLAU traffic. An analytic model was developed to inves-
tigate the performance of dynamic and fixed PLAU schemes.

mance can only be achieved when the “optimal fixgtalues”
are found. In reality, it is very difficult (if not possible) to gues
such “optimal” values in advance. In Figs. 5—-7, we demonstra
that by the adaptive mechanism, the dynamic PLAU scheme
can achieve good performance close to the optimal fixed PLAt
scheme.

The results in Figs. 7 and 8 indicate th&{N,,,] and
Ba,m have conflicting goals. In other words, it is impossibl?n
to choose the: values that minimizeZ [Ny ,,] and maximize '
Bam at the same time. However, by choosing appropriate
values, dynamic PLAU can satisfy botfi[Ny,.] and Sq..
restrictions, if such solutions do exist. For example, consider
a = 0.4. If the system requires thakb[Ny,,] < 0.6 and

Our study indicates that compared with fixed PLAU, dynamic
PLAU significantly reduces the network signaling traffic caused
5% periodic location area update.

As a final remark, in dynamic PLAU, storage and the
rﬂechanism maintainingn = 20 or 30 intercheckpoint arrival
Ime samples for an MS can be practically implemented in the
UMTS network (specifically, in the VLR). The valug, can

be efficiently computed using theindow averagindechnique
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Note that if the frequency of checkpoint events (call activities
and NLAUSs) changes from time to time, dynamic PLAU can
automatically adapt to the change. Consider the scenario where
v = 1 for along time (the first period) and thenchangesto [y
10u, (the second period). Assume that the intervals for both the
first and the second periods are the same. For dynamic PLAU
thet, period is adjusted gs changes so that thevalue is kept
as a constant (except for the short period for transition from
p1 to 10u4). On the other hand, the periagl is fixed in fixed
PLAU. Thereforec = t,u4 in the first period and = 10,11
in the second period. In other words, thgalue in the second
period is ten times that in the first period. After the checkpoint [4]
rate changes, the fixed PLAU may only slightly improve the
Ny performance at the cost of significantly degrading the
performance. The consequence is that the average performand¢d
of fixed PLAU for the above mixed checkpoint traffic is worse
than that for dynamic PLAU. Fig. 9 plot&[N] againstg
for dynamic PLAU and fixed PLAU, wheren = 20 and
a = 0.2,0.4, and 0.6. Note thats is a function ofm, «a,
andc, while E[N] is a function ofm andc. Therefore, when
we choose a specific set 6f, «, ¢), the corresponding and
E[N] values can be computed. Then we use these computeéf!
(8, E[N]) sets to plot this figure. The figure indicates that
to achieve the samg@ performance for the mixed checkpoint

(2]

(6]

[71

(9]

cantly improved the quality of this paper.
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