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Adaptive Hybrid Intelligent Control for Uncertain
Nonlinear Dynamical Systems

Chi-Hsu Wang Senior Member, IEEETsung-Chih Lin, Tsu-Tian Led-ellow, IEEE and Han-Leih Liu

Abstract—A new hybrid direct/indirect adaptive fuzzy neural a controller. The adaptive control for feedback linearizable
network (FNN) controller with state observer and supervisory nonlinear systems is an approach to nonlinear control design
controller for a class of uncertain nonlinear dynamic Systems is ot has attracted a great deal of interest in the nonlinear control

developed in this paper. The hybrid adaptive FNN controller, the . .
free parameters of which can be tuned on-line by observer-based community for atleast a quarter of a century. By using feedback

output feedback control law and adaptive law, is a combination linearization [1]-[3], the nonlinear adaptive control problem
of direct and indirect adaptive FNN controllers. A weighting is transformed into a linear adaptive control problem, then the

factor, which can be adjusted by the tradeoff between plant |inear control methods can be applied to acquire the desired
knowledge and control knowledge, is adopted to sum together the performance. The adaptive control methodologies include

control efforts from indirect adaptive FNN controller and direct . . . .
adaptive FNN controller. Furthermore, a supervisory controller direct adaptive control (DAC) and indirect adaptive control

is appended into the FNN controller to force the state to be (IAC) algorithms [4]-[9].

within the constraint set. Therefore, if the FNN controller cannot Recently, an important adaptive fuzzy neural network (FNN)
maintain the stability, the supervisory controller starts working  control system [4]-[14] has been proposed to incorporate with
to guarantee stability. On the other hand, if the FNN controller o aypert information systematically, and the stability can be
works well, the supervisory controller will be deactivated. The . - g

overall adaptive scheme guarantees the global stability of the guaran_teed b_y universal appro_)(lmatlon theqrem [15]. For sys-
resulting closed-loop system in the sense that all signals involved t€ms with a high degree of nonlinear uncertainty, such as chem-
are uniformly bounded. Two nonlinear systems, namely, inverted ical process, aircraft, etc., they are very difficult to control using
pendulum system and Chua’s chaotic circuit, are fully illustrated  the conventional control theory. However, human operators can
to track sinusoidal signals. The resulting hybrid direct/indirect often successfully control them. Based on the fact that FNN
FNN control systems show better performances, i.e., tracking - . - .

error and control effort can be made smaller and it is more flexible I_oglc systems are capable of uniformly approximating a non-
during the design process. linear function over a compact set to any degree of accuracy, a
globally stable adaptive FNN controller is defined as an FNN
logic system equipped with an adaptation algorithm. Moreover,
FNN is constructed from a collect of fuzzy IF-THEN rules
using fuzzy logic principles, and the adaptation algorithm ad-
. INTRODUCTION justs the free parameters of the FNN based on the numerical ex-

OST current techniques for designing control Systenqg?seriment data. Like the.conventic.)na_l adaptive contrql, the adap-
M are based on a good understanding of the plant und&€ FNN control has direct and indirect FNN adaptive control
consideration and its environment. However, in a numbgg@tegories [7], [8]. Direct adaptive FNN control has been dis-
of instances, the plant to be controlled is too complex af§ssed in[4] and [7], in which the adaptive FNN controller uses
the basic physical processes in it are not fully understoddZZy logic systems as controller. Hence, linguistic fuzzy con-
Hence, control design methods need to be augmented wii@ rules can be directly incorporated into the controller. Also,
an identification technique aimed at obtaining a progressivdijdirect adaptive FNN control has been proposed in [4] and [7],
better understanding of the plant to be controlled. Adaptiy Which the indirect FNN controller uses fuzzy descriptions to
control is a technique of applying some system identificatigRodel the plant. Hence, fuzzy IF-THEN rules describing the
techniques to obtain a model of the process and its environmBl&nt can be directly incorporated into the indirect FNN con-

from input/output experiment and using this model to desigfPller. _ _
Can these two adaptive FNN controllers be combined to-

gether to yield stable and robust adaptive control laws with su-
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descriptions of the plant, choose smallerotherwise choose Equation (1) [or (2)] is actually the Isidori-Byrnes canonical
largerca. In [4], [7], and [8], the full state must be assumed téorm [1], [17] for certain nonlinear systems. We consider only
be available for measurement. This assumption may not holdlre nonlinear systems which can be represented by (1) or (2).
practice because either the state variables are not accessibld far state space representation of (2) is expressed as

direct connection or because sensing devices or transducers are .

not available. In this paper, our main objective is to create a tech- &= Az + B[f(z) + g(z)u+d|

nigue for designing a state observer-based [12] hybrid direct/in- y=C'z 3)
direct adaptive FNN control for a class of uncertain nonlinear

systems in which only the system output is measurable. Bas¥d€"®

on the Lyapunov synthesis approach, the free parameters of hy- o 1.0 0 --- 00

brid direct/indirect adaptive FNN controller can be tuned on-line 0 010 0 0

by an observer-based output feedback control law and adaptive A= |1 oo

law. Also, a supervisory controller is designed to cascade with 0000 -0 1

FNN controller. If the nonlinear system tends to unstable by the 00 00 -0 0

FNN controller, especially in the transient period, the supervi- )

sory controller will be activated to work with the FNN controller 0 1

to stabilize the whole system. On the other hand, if the FNN 0 0

controller works well, the supervisory controller will be deacti- B=|:|, C=]: (4)
vated. This will resultin a smaller control effort (energy). There- 0 0

fore, the overall adaptive scheme guarantees that the global sta- L1 0

bility of the resulting closed-loop system in the sense that all ) )
signals involved are uniformly bounded. We have successfufffdz = [z1, =2, .-, wa]" = [z, @, ., 2T € R s

designed the FNN adaptive controllers with supervisory cofi-Stateé vector where not atl are assumed to be available for
trol to control the inverted pendulum and Chua’s chaotic circufféasurement. Only the system outpus assumed to be mea-
[16] to track reference sinusoidal signals. The resulting hybrirable. In order for (2) to be controllable, it is required that
direct/indirect FNN control systems show better performanceiz) # 0 for z in a certain controllability regiod/. C R".
i.e., both tracking error and control effort can be made smalldiithout loss of generality, we assume thak g(z) < oo for
This paper is organized as follows. Problem formulation & € Ue- The control objective is to force the system outpo
described in Section I1. A brief description of the T-S FNN i&ellow a given bounded reference signal under the constraint
presented in Section I11. The observer-based hybrid directindfiat all signals involved must be bounded. .
rect FNN controller appended with a supervisory controller is 10 begin with, the reference signal vectpr, the tracking
constructed in Section IV. Simulation examples to demonstr&©r Vectore, and estimation error vectarwill be defined as

the performances of the proposed method are provided in Sec- ] 1T .
tion V. Section VI lists the conclusions of the advocated design Yr = |:y1‘7 Yry oo Yy } €R
methodology. -] ?
Q:Q,,_QZ[@G’ , € :|
Il. PROBLEM FORMULATION ER"c=y, —x =y, —y € R)
Consider thenth-order nonlinear dynamical system of the b=y —i= [;37 é, ”'76("*1):|
form [1], [17] o

I =x . .
! 2 wherez andé denote the estimates ofande, respectively.

Ty =3 If the functionsf(x) andg(z) are known and the system is
free of external disturbanck then we can choose the controller
u* to cancel the nonlinearity and design controller. In particular,

in = f(z1, 2, .. @n) + g(x1, 22, ., 20)utd letk ., = [k, k5. ..., k¢]T € R™ be chosen such that all roots
Yy =1 (1) of the polynomialp(s) = s™ + kSs™ ! + --- + k{ are in the
. open-left half-plane and control law of the certainty equivalent
or equivalently the form controller is obtained as [8]
n - n— 1
2 = f (@@, 2 7D) W= s e el (5)
gz
; (n—1) —
tg (x’ T @ ) utd, y=z (2) Substituting (5) into (2), we obtain the closed-loop system gov-
where erned by
f andg unknow_n but bounded functions; EON. ke =D 4y ke=0
u € Randy € R control input and output of the system,
respectively; where the main objective of the controllisn; .., e(¢) = 0.

d external bounded disturbance. However, f(z) andg(z) are unknown, the ideal controller (5)
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cannot be implemented, and not all system statesn be mea- whereA, = A — k,C7. Since C, A,) pair is observable, the
sured. We have to design an observer to estimate the state veghserver gain vectot , can be chosen such that the character-
z in the following context. istic polynomial ofA, is strictly Hurwitz (i.e., the roots of the

closed-loop system are in the open-left half-plane) and we know
A. Observer-Based Hybrld Direct/Indirect FNN Controller that there exists a positive definite Symmewi(}( n matrix P
With Supervisory Control Scheme which satisfies the Lyapunov equation

Here, we will develop the observer-based hybrid direct/in-
direct FNN controller with supervisory control scheme. The
overall control law is constructed as

AP+ PA, =-Q (12)
where( is an arbitraryn x n positive definite matrix.
w=aur(@) + (- )up(E|6p) +us(@) ()  Letusrewrte (10)as

where é=Ae+k,C%¢ (13)

Uy indirect FNN controller [see (8)]; N T . . .
whereA = A — Bk is a strictly Hurwitz matrix. Therefore,

uUp output of the Takagi—Sugeno (T-S)-based DA ) = e ) Lo
FNN controller (described in Sections il andthere exists a positive definite symmetnic » matrix P which
IV): satisfies the Lyapunov equation

us supervisory control (described in Section IV) to ATP 4 PA= —Q (14)
force the state within the constraint set; B

« € [0, 1] weighting factor. whereQ is an arbitraryn x n positive definite matrix. Let; =

If the plant knowledge is more important and reliable than tf’ﬁ/z)éTﬁ)é then by using (13) and (14), we have
control knowledge, we should choose a largeiotherwise, a - ’

smallera should be chosen. Singecannot be available and  y, _ 1 éTIf’é L 1TpE
- e—T2=2 =222 &%
f(z) and g(z) are unknown, we replace the functioffigr),
5{(%), and efrorvgctog iq (5) by estimation fungtion$(i) and :% {Aé +EOCT§}T Pot %QTP{ Aé_’_EOCTé}
§(2) (described in Section I}, anél The certainty equivalent
controller can be rewritten as =1 &TQe + " Pk ,CTé. (15)
* 1 n T N
U = g—(x) [-f(&) + y7( ) + k. Q} . () Since andk , are determined by the designer, we can choose
o I @ andk ,, such thaz < 0. Hence,V; is a bounded function
The indirect control law is written as and there exists a constant valg, such that/; < V..
1 .
— | _f(3 (n) T4

ur= g(2) [ H@) + v + ke Q} ) (8) [ll. THE TAKAGI—SUGENO (T-S) FNN &STEMS
Applying (6) and (7) to (3), and after some simple manipula- Fuzzy logic systems address the imprecision of the input and
tions, we can obtain the error dynamic equation output variables directly by defining them with fuzzy numbers

(and fuzzy sets) that can be expressed in linguistic terms (e.g.,
¢=Ae—Bklé+B {a [f(@—f(g) + (g(i)—g(g))ul} small medium and large). The basic configuration the T-S
FNN system [18]-[22] includes a fuzzy rule base, which con-

+(1 = a)g(@)(v" —up) — g(z)us — d} sists of a collection of fuzzy IF-THEN rules in the following
a=0T¢ 9) form:
wheree; =y, — y = g — 7. RO IFz isF! and..., andz, is F!,

From (9), the following observer that estimates the state error  THENy; = ¢ + ¢la1 4+ - + ¢l 2, = 87 1271 (16)
vectore in (9)

) whereF! are fuzzy sets and? = [¢}, ¢!, ..., ¢\] is a vector
e=Aé— BET e+ ko (e; — &) of the adjustable factors of the consequence part of the fuzzy
& =C%¢ (10) rule. Furthermorey; is a linguistic variable, and a fuzzy infer-
ence engine to combine the fuzzy IF-THEN rules in the fuzzy
wherek ,, = [kz/, O Ay ey k‘f]T € R" is the observer gain rule base into a mapping from an input linguistic vectdr =
vector. [21, z2, ..., x,] € R™ to an output variabley € R. Let M
The observation errors are defined &s= ¢ — ¢ andé; = be the number of the fuzzy IF-THEN rules. The output of the
e — €1. fuzzy logic systems with central average defuzzifier, productin-
Subtracting (10) from (9), we can obtain the error dynamicerence, and singleton fuzzifier can be expressed as
& =0+ B{al/@ - M)+ (5@ - g@))u] Sl St ol BT[]
+(1 - a)g(z)(uw" — uD)} — Bg(z)us — Bd y(z) == == 17)

Mo Mo
e =0"¢ (11) zg v I=Z:1 v
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FNN contrd and the other is called thairect adaptive FNN con-
trol [7], [8]. An adaptive FNN controller that uses fuzzy logic
systems as a model of the plant is an indirect adaptive FNN con-
troller. An adaptive FNN controller that directly uses fuzzy logic
systems as controller is a direct adaptive FNN controller. There-
s fore, the indirect adaptive FNN controller can incorporate fuzzy
, Y(Eq. (17)) descripti ;
ptions but cannot incorporate fuzzy control rules. On the
other hand, the direct adaptive FNN controller can incorporate
fuzzy control rules but cannot incorporate fuzzy descriptions.
In this section, we will develop the hybrid direct/indirect adap-
tive FNN controller that can incorporate linguistic information
and design an adaptive law for the adjustable parameters in the
controller, such that the closed loop outpt) follows the ref-
erence outpu,.(¢)

Layerl  Layerll Layer Il LayerIV Let us replacef(z), §(2), andup(z) in (11) by the fuzzy
- logic systemf (& |8 ), g(& |8 4), andup (£ | € p), respectively.
Premise Consequence Therefore, the error dynamics (11) can be rewritten as
Fig- 1. Conflguration ofthe T=5 PN e=ne+B{a|f@lty) - f@) +@@le,) - g@)u]
where up: (z;) is the membership function value of the fuzzy +(1 - a)g(z)(u* —up(Z| QD)}
variablex; andv! = [["_| ppi(2;) is the true value of théth — Bg(z)us — Bd. (20)

implication. Equation (17) can be rewritten as
LetVz = (1/2)é" P¢, then using (12) and (20) we have

y(z) = 0" (z) s ‘
Ve=4¢ Pe+jetbe
whered” = (4707 ---0% ] is an adjustable parameter vector _ _1 &T0é + ad"PB
andy7(z) = [pH(z), $3(2), ..., ¥ (2)] Is a fuzzy basis ze e »
function vector defined as x [f(£|Qf) - flz)+(9(2]8,) - 9@))“1}
l oL 2] +¢"PB(1 — a)g(z)(u" — up(2]6p))
V(2) = . (19) ¢cT'PB ' PBd
S — & PBg(z)us — ¢
= <-3¢" Q¢+ | PB|
When the inputs are fed into the T-S FNN, the true vallie x {04 Hf(i|Qf)‘ + | f(@)| +19(2 6 g)ur| + |9(£)W|}
of the lth implication is computed. Applying the common de- 1_ * 410 d
fuzzification strategy, the output of the NNs expressed as (17) H1 = alg(@)w’| + lg(2)un(z|€p)| +| |}
is pumped out. The overall configuration of the T-S FNN is — ¢"PBg(z)us. (21)

shown in Fig. 1.

Based on the universal approximation theorem [15], thg order to designus such that; < 0, we need the following
aforementioned fuzzy logic system is capable of Uniformlé(ssumption. -
(z)
)

approximating any well-defined nonlinea}r function qveracom— Assumption |I:We can determine functiong’ (z), gV
pact setl/. to any dggree of accuracy. Itis also stralghtforwargndgL(@ such thatl f(z)| < fY(z) =~ fY(z) andgr (&) ~
to show thatamultl—output system can glways be apprommat&g@) < g(z) < gV(z) ~ gY(2) for z € U,, wherefY(z) ~
by a group of single-output approximation systems. FU(2) < 00, g% (z) = gV (2) < oo, andgr(z) ~ gr.(2) > 0
for z € U.. This is due to the fact that we can choésein (10)

IV. HYBRID DIRECT/INDIRECT ADAPTIVE FNN CONTROLLER  tg |etz ~ #. Furthermore, external disturbance is bounded, i.e.,
WITH OBSERVER AND SUPERVISORY CONTROLLER |d| < d,, whered,, is the upper bound of noisé

An adaptive fuzzy system is a fuzzy logic system equipped From Assumption land by observing (21), we choose the
with a training algorithm to maintain a consistent performand&Pervisory control.s as
under plant uncertainties. The most important advantage of the 1
adaptive FNN control over conventional adaptive control is thatus = I* sgn(é’ PB)
adaptive FNN controllers are capable of incorporating linguistic 91()
fuzzy information from a human operator, whereas the conven- X Hf@ | Qf)‘ +2fY(z) +
tional adaptive controller is not. The adaptive FNN control is .
divided into two categories. One is called ihdirect adaptive +9% (@) (lurl + lun|) + |9(2 8 g)ur| + dm} (22)

y

+|kZél
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wherel* = 1if Vz > V (which is a constant chosen by theand
designer),[* = 0if V; < V, andsgun(r) = 1(-1) if 7 >
0(<0). Considering the case: > V and substituting (22) into 6, = arg min | sup | (z) —w(z|8p)|| (30)
(21), we obtain =p=p | 2CHs,2CH,
7« _1Toe oy |oT where€;, €, Qp, 2z, and2, are compact sets of suitable
Ves—3¢ QQAJF |9 PB| boundsord ¢, 8 ,, 6 p, Z, andz, respectively, and they are de-
x {a[|f@len| + 15 @] +15@] 8 )url +lg(@url]  fined asy = {8[16 4] < My}, @y = {8,118,] < M},

. X Qp = {6pll6p| < Mp}, @ = {2[|2] < Mz}, and
+(1 = a) lg(z)u’| + |g(z)up(L] 0 D) + Idl} Q, = {z||z| < M,}, whereM;, M,, Mp, M;, and M, are
— ¢"PBg(z)us positi\{e constapt;. o
Define the minimum approximation errors as

w=a[f@105)~F() +(8(E]05) - o)

<—L&TQc+ | PB| {(1 ) gl

—gg(—(@) (1@ + +|E2”é)} +H(1-a)g(z) (v —upee;) ) — d- (3D)
< —% e Qe+ |éTPB| The error dynamics (20) can be expressed as
{ (1- gz |f(£)|+‘y,(,") +|k7¢)) é=A,é— By(z)us + B
D (a4 o]+ 1) | x {a[f(@18)) - f210) +a(218,) ~ o(2|83)u]
9z(2) (1 - a)gle)un(e|6p) — un(@] 7)) +w}. (32)
<-3;éfQe<o. (23)

Substituting (25)—(27) into (32), the above equation can be
Therefore, we always havé < V, by using the supervisory rewritten as

controlus [see (22)]. Becaus® > 0, the bound oft; implies - . N7 aN\g

the bound of, which in turn implies the bound &f Moreover, ¢ = Aot — By(z)us + Ba [5 (Q)Q +¢ (@QQW}

it implies the bound of. It is obvious that the supervisory con- —B(1 — a)g(z)n* (@)QD + Bw (33)
trol »s is nonzero wherV; is greater than a positive valdé. -
Therefore, if the closed-loop system with the fuzzy contraller

wheref ; =07 — 0%, 6, =0,—0,andfp =6p—07,.

as Now consider the Lyapunov function
A 1 + . o g O g (1—a) ;q
-« _f(3 () Ts V==-ét'pPe+ —0%0,+—0%9 656 p.
) [ Al p) +u: +Ec4 25 T 2y I T 9y T Ty —”—(’;4)
A= @up(z|@p) +us (24) The time derivative ol is
works well in the sense that the erroris nottoo large,Ves _ 1:7,. 1 p - «a >75 Qo o
hidh = =—¢ Péc+—-¢c Pc+—90+9 —0.46
V, then the supervisory contral, is zero. On the other hand, if =~ 2 e et 2¢ 1€ + " Csls+ yo 977
the system tends to diverge, i.&; > V, then the supervisory (1—a):p
controlug begins to operate to fordé < V. + ,y 650 p. (35)
We replacef (£ |8 ;), (& |8,). andup (|8 p) in specific . o . . . ¥
fuzzy logic systems as (18), i.e., Sincefy =06, =6, andf p = 8 p, and by using (12)
. _— and (34), (35) can be rewritten as
f(&]8y) =& (2)8 CON _
- - V=l {QTAOT Pé—usg(z)BTPé + o ¥ ¢(2)BT Pé
9(&184) =€ (2)8,4 (26) T\ T s ; T
. - +aurb; E(@)BT Pe — (1 — )8 hn(d)g(x)BT Pe
U/D(£|QD) :ﬂ (g)QD (27) +CUBTPQ+§TPA0§—§TPBQ(_)
where(2) is a vector of fuzzy base, arttl; andé , are the + ae" PBEY(2)0 s + ac" PBEY (2)0 ju;

corresponding parameters of fuzzy logic systems. Ajéd) is

~T T(aND ~T
a vector of fuzzy base, arttd, is the corresponding parameters —(1— )¢ PBg(z)n” (£)8n +¢ PBW}

of fuzzy logic systems. In order to adjust the parameters in the 9T9 9 9 (1 —«) §T§
fuzzy logic systems, we have to derive adaptive laws. Hence, the ,y_ + o v - P7 D
optimal parameter estimatioﬂ%, 87, andd 7, are defined as _ _; TQG _ TPBg( Yus -+ T PBw

(9f + " PBEY (& ))Qf

9 €Qr | 2 T T 9
r|2cs @, + = (Qg + ’YQQTPBST(Q)U/I> [P
Y2 N

0% = arg min l sup ‘ A(i|Qf) — f(g)” (28)

Q; = arg min [ sup |§@|Qg) - 9(£)|] (29) + M (QTI; _ 'ygéTPBg(g)QT(@) QD_ (36)

QQEQQ iEQaC_-,ﬂEQi ’73
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According to (22) andj(z) > 0, we haveg(z)é’ PBug > 0.
If the adaptive laws are chosen as

6 =—mé@)B" Pé (37)
0, = —72£(2)B" Péu; (38)
6 p =7sn(2)g(z) BT Pé. (39)
Substituting (37)—(39) into (36), we have
V<-38'Qe+e PBu. (40)

Since the tern#” PBw is of the order of the minimum approx-

imation error, this is the best we can hope to obtain: K 0,
from (40) we have

o

s <—1elQ

[SIE
100

<0.

If w is not equal to zero, we can expegctto be small based

on the universal approximation theorem. From (28) to (30), thé ,, =

constraint set§}s, Q,, andQ2p of the optimal paramete?,
87, andd7,, respectively, if we can constrathy, 6 ,, andd p
within the sets, them in (24) andus in (22) will be bounded
due to the fact that, in this casﬁ,,g, andwp are bounded, and
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O Otherwise, use

( —’Y2§(@BTP§UI if (|Qg| < Mg)
or (|6 4| = M,
ande” PB¢ (2)
QQU’I > 0)

if (164 = M,
ande” PBET (2)
L QHU,[ < 0)

|-
@

Proj{—2§(&)B" Péur}

(44)
where the projection operatdiroj{«} is defined as
Proj {—y24(2)B" Péur}

6,07¢8 (2
—v2£(2)BY éur + v2¢" PB B.8,8 @ur

= ———— (45)
16417
» Use the following adaptive law to adjust the parameter
vectord p:
(vsn(2)g(z)B" Pe if (16 p| < Mp)
or (|QD| = MD
ande”’ PBg(x)n" (2)
6p>0) -
Proj{sn(z)g(z)BT Pe} if (|9p] = Mp
andéTPBg(g)ﬂT(@
0p<0)
(46)

it should be reminded thatis bounded because of the supervi- where the projection operatdtro;{+} is defined as
sory controlus. Obviously, the adaptive laws in (37)—(39) arep,. {’Y?,ﬂ@) g(z)BT P§}
unable to guarantee that; € Qf, 0, € Q,, andfp € Qp.

Therefore, all of the_ adz_;\ptive Iavys have to be modified by using — ,ygéTpBg@)ﬂ(@_,ygéTpBg@) N
the parameters projection algorithm [4], [8], [12], such that the |0 ol
parameter vectors will remain inside the constraints. The mdeellowing the preceding consideration, we obtain the following
ified adaptive laws are given as follows. theorem.

« Use the following adaptive law to adjust the parameter Theorem 1: Consider the plant (2) with control (24), where

0 p8En™(2) (a7)

vectord ;: ur Is given by (8) and:s is given by (_22), and the fuzzy logic
systemsf, g, andup are represented in (27) form. L&ssump-
—y1&(2)BT Pé if (16 ;] < Mj) tiqn | be true and thel parameter vectérg, 6 ,, andf@ p be
- or (|6 ;| = M; adjusted by the adaptive laws (41)—(47). Then, the overall ob-
éf _ andéTPBST(i)Qf > 0) server—based cor_1tro| scheme as shown in Fig. 2 guarantees the
- . T =1 = following properties:
Proj{i-m&(@)B7e} 1 (18] = M, 1) 6] < Ms, 16,] < M,, |6p| < Mp, and all of the
ande” PBE(2)6 5 < 0) =S = h gl = e ZDI = D

(41)
where the projection operatétroj{*} is defined as

Proj {~1.£(&)B” Pé}

rpp L6 @)

—71&(&) BT Pé +mé -~
- |Qf|

(42)

» Use the following adaptive law to adjust the parameter

vectord ,:
O Whenever an element, in (16) of , = ¢, use

{

whereg!(2) is thelth component o (2).

—7€4(2)BT Péuy if EX PBE (2)ur < 0
0 if &X' PBEY (2)ur >0

Qé7 = (43)

elements;); in (16) of 6, > ¢

1/2
Ii(t)lsl +< ) ]
and
_ 1/2
o 2V.
<= M+ |yt +k. <
|u|_5[ e+ o) +|_|<A ) ]

1 gY(z) + My
9(2) { (e
2V,

£

>1/2]
+2fY(z) + g% (z) Mps + dm}

2Ve

(48)

Y, M;

A

P’ min

P’ min

+ (1 —a)Mp; +

)

y{

X [Mf@‘l-

P min

(49)



WANG et al: ADAPTIVE HYBRID INTELLIGENT CONTROL

’ :
K i O
—0 + )/r

é=(A4-Bk))E+k7, o L=

¢

T
U
k.

(A9

Fuzzy controller
au; + (1~a)uD

+ u; {Eq.(8)} .
o up{Eq.27)} -—C 0. -
= €
!t v, |,
Adaptive Law e
QjaengD
{Eqs.(41)-(47)}

Supervisory controller ug
{Eq.(22)}

us

Fig. 2. Overall scheme of the observer-based hybrid direct/indirect adapti\re | <
T

FNN control.

for all £ > 0, whered; ..
of P, MfE = Mf(]. +M_) MQ@ = Mg(]. + ME)' and
MDQ = MD(]. + Mi)

/ NEG

for all ¢ > 0, wherea andb are constants and is the
minimum approximation error defined in (31).
3) If wis squared integrable, i.ef,” |w(#)|? dt < oo, then
lim; o |&(2)] = 0.
Proof:
I. 0). To provel|d ;| < M;:
A)  LetVy= (1/2)9T9 1, ifthefirstline of (41) is true, we
have eithel6 ;| < M or, V; = —4167&(2)BY Pé <
0for |8 s| = My, i.e., we always havi ¢| < M.
If the second line of (41), we hayé ;| = M, and

2)

Zdc<a+b t w(OP 50
|<s+/0|<<> (50)

B)

Vi = -m6¥¢x)BTPe
10 41767 ¢(2)

+v&'PB
160 417

=0, i.e.,|Qf|§Mf.

Therefore, we prove thaf ¢| < My, t > 0.
ii) Use the similar method to show thigit,| < M,, |6 p| <
Mp,t > 0.
From (43), we see thatif ; in (16) =¢, theng!, > 0; thatis,
we haveg), > « for all elementsy; of 6 ,.
iii) To prove (48).
In the above description, we prove tHag < V; therefore,
(/225 |E? < (1/2)E"Pe < Vi ie.

2Ve Y2
)\f’ min .

lef <

is the minimum eigenvalue

589

Sinceé = y — z, we have

) 2Ve
2] < [yl +

1/2
= M;.
)\P min ) ] -
iv) To prove (49).

Sincef(z | 0),9(218,) andup(z |8 p) are weighted aver-
ages of the elements 6f;, 6 ,, andé p, respectively, we have

F@l6p| <My + M) =Mps (D)
|§(i|€g)| SMg(l"i‘Mi) :Mgé (52)
lup(Z|8p)| <Mp(l+Mz) = Mp; (53)

and|g(z|84)| >e>0 [sinceqéi in (16) > ¢]. Therefore, from
(8) we obtain

1 P " .
LG Hf(ﬂﬁf)‘ + ‘91( N+ kel |Q|}
L|Zg
1 2V Y2
<7 A ~
1 2V, Y2
M () . 4
5 [ fw v * |k | <)\Pmin> ] (5 )

According to (22) and (51)—(54), we manipulate them and have

lus| <

f@18p)| +2/" @

th 3 [ ‘y(") +|kTe|

9" (2) (Jurl + lup|) + |3(21 8 g)ur| + dm}

2V, Y2
o )\f’min
2V, Y2
+ |&C| )\ =
P’ min

_ 1 9" (z) + Mgz
 gz(z) { <1+‘ € )
20V,

1/2
i (A ) ]
P min

+2fY(z) + g% (z)Mps + dm} .

1
<

My

~—~

o

L

.

)
9 (z) + Myz)

+

X

o | =

Mgz + [y

X [M & Y
(55)

By combining (53)—(55) and substituting into (6), we can

prove (49).
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Il.  From (36), and by using the modified adaptive laws in

(41)=(47), we have i

) mgy sin(x1)
V < —-3¢"Qé— g(z)¢" PBus + & PBw.  (56)
l
Sinceg(z) > 0 and from (22), we haveg(z)é’ PBus > 0.
Hence, (56) can be simplified as me ——
V <—-32"Qc+ ¢ PBw
)\Q min — 1 ~12 1 ~12 -~ 2
<- ) lel” = 9 (|Q| —2¢PBw + [PBu| ) Fig. 3. Inverted pendulum system.
+ % |PBw|? X
Ay -1 1 can be determined from/;, |y.| and Ay, . of P
< —Q“# le]” + 3 PBw|? (57) in (48). This is to match the magnitude scale of the
system so that the designer is free from supplying
whereAg min is the minimum eigenvalue @. By integrating at random to the system. _ ) .
both sides of (57) and assuming tha} i, > 1 (Sinceq is Step 5) Define the membership fUﬂCtI(p[);iz (2) for i =
specified by the designer, we can choose su€l),after some 1,2, ..., M and compute the fuzzy basis functions
simple manipulations, we can obtain (). Then, fuzzy logic control systems are con-
structed as
.t 2
~ 2 ~
/0 O de < s 7 (VO + VO f@lo) =& @0y (@18, =@,
1
+ﬁ |pB|2/ lw ()| d¢. (58) Similarly, define the other membership functions
@ min — 0

and computey(z). Then, fuzzy logic control system

Defining & = (2/(Agmin — 1))(V(0) + [V(#)]) andb = is constructed as

2 . .
gy i o WIIPBL e can prove (50) by substituting un(@80) = 17 (D)6 .

. From (50), ifw € Lo, we havec € L,. We havec € Step 6) Obtain the control and apply it to the plant, then com-
L., because we have proven that all variables in the right-hand pute the adaptive laws (41)—(47) to adjust the param-

side of (33) are bounded. Using BarbaJat’s lemma [23E[if eter vectord) ;, 6 ,, andé ;. Following Remark J
Ly N Lo and¢ € Lo, thenlim, .o |&(1)] = 0] we have we let the unknowmy(z) be go(x) in (46) and (47).
lim,_,, |&(¢)| = 0. This completes the proof.

Remark I: It is obvious that we need to know(z) before-
hand in adaptive law (39), i.e., in the above theorem the adap-
tive FNN control works under those nonlinear systems of which In this section, we will apply our observer-based hybrid di-
g(z) is well known. If the dynamicg(z) can be split into a rect/indirect adaptive FNN controller to control inverted pen-
well-known nominal pariy(z), plus an uncertain paf(z), dulumand Chua’s c_haot|C cqcmtto track a sine-wave trajectory.
theng,(z)u can be considered as a part of the external distur-Example 1: Consider the inverted pendulum system shown
bance. In the meantime, it can be attenuated by the propodfig. 3. Letz; = 6 be the angle of the pendulum with respect
methodology. to the vertical line.

To summarize the above analysis, the design algorithm forThe dynamic equations of the inverted pendulum system [4],
observer-based hybrid direct/indirect adaptive FNN control 8. [12], [23] are
proposed as follows.

V. EXAMPLES

Step 1) Specify the feedback and observer gain vekctor {ij = {8 (1)} {ij + {ﬂ (f +gu+d)
andk ,, such that the characteristic matricds—
BkT andA — k,C7 are strictly Hurwitz matrices, y=[1 0] {xl} (59)
respectively. *2

Step 2) Specify a positive definitex n matrix @ and solve here
the Lyapunov equation (12) to obtain a positive defw
inite symmetricn x n matrix P.

Step 3) Solve the state error equation (10) to obtain estimaté¢ — . ;9= —————
state vectot: = v, — é. l (% - %in’fl) l(% - %)

Step 4) Specify the parametet$;, M, Mp, Mz, v1, 7o,
v3, €, andV based on the practical constraints. Alandg, = 9.8 m/s’ is the acceleration due to gravity. is the
thoughV’ is any given constant, we [&t be the same mass of the carf;is the half-length of the poles is the mass of
as Vé (described at the end of Section II), whictthe pole; and: is the control input. In this example, we assume

2 .
mix; cosxy sinxy CcCoS Ty
me+m . _ me+m

GuSinx; —
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thatm,. = 1 kg, m = 0.1 kg, andl = 0.5 m. It is obvious that TABLE |

0 < g < oo so thatAssumption In Section IV is satisfied. This FOUR CASES OF THEINITIAL STATES

is due tOCOSle/(mC + m) >0 andm cos? '?71/(7777@ + m) < Cases Initial states Cases Initial states

1. We also have to determine the boungis, g%, and gz, as Casel | x(0)=[0.1 0]" ~ | Case3 H0)=[-0.2 0]

follows: 2(0)=[-0.15 0] 2(0)=[0.15 0]

’ ) Case2 | x(0)=[0.25 O.25]T7 Cased x(0)=[-0.25 -0.25]:
9.8 0.025 £(0)=[0.1 0.1 £(0)=[0.25 0.25]
P, 20)| < S 0:02585) 5 oo+ 6.036622

(2/3) — (0.05/1.1)
~15.78 + 0.036623 = fY(21,22)
lg(z1, 22)| <1.46 = gY (21, 22) = gY (a1, 22) (60) 02l ,/’/ W

and if we require thalz;| < 7 /6, then e
0.1

0.3

lg(z1, x2)| > 1.12 = gr(z1, x2) = gr(£1, T2). (61) )

The control object is to control the state of the system to 2nd O g

track the reference trajectomy(t) = (w/30)sin(¢) ifonly the  ©@ | 7% @=0.9

system outpuy is measurable. Also, the external disturbanc ™¥ -

d is assumed to be a square-wave with amplittt@el, period
27, and the parameters are chosenyass 45.1, v2 =~ 11.2,

v3 =~ 15.1, and step sizé = 0.00285. The choices ofis andh
are to improve the convergence rate of the closed-loop syst
controlled by our proposed controller.

According to the design procedure, the design is given in tt 40001 002 003 004 005 006 007 008 009
following steps.

Step 1) The observer and feedback gain vectors are chosen
ask? = [89 184] andkT = [4 4] respectively. Fig. 4. Trajectories of the states (solid line) andz; (dashed line) of four

; 10 13 ' cases.
Step 2) We seleo® in (12) as[;; ,,], then after solving

(12), the positive definite symmetric 2 2 matrix 0.5
Pin (12)is[ %, ~%*]. The minimum eigenvalue of
Q, 1.e., A min 1S 3.19, which satisfies the transition o
from (56) to (57). 0.3
Step 3) Solve (10) to obtaif. 0.2
Step 4) We select/; = 20, M, = 20, My = 20, M; =

0.1
Time(second)

yofcasel

: y.ofcase 2 .

/6, ands = 0.3, andQ in (14) is chosen asi. 2 iy 01 S v "\.\ A
andA = [_9 _l]in (14). Therefore, the positive o i T f/ N e
definite symmetric 2x 2 matrix P in (14) can be 0.1 j/ S e
solved as[lg -]- The minimum eigenvalue of value 0 ZL i a=0.9
P,ie. the\; . in(48),is 2.93. Therefore, we can 1o
haveV; from (48) as 0.257. L
Step 5) The following membership functions féy, ¢ = 04
1, 2 are selected as: 0 )
- 2 0 5 10 15
. L, +7/6 Time (second)
H s (&) = exp |— <W) ]
Fig. 5. Output trajectorieg of four cases and referenge with o = 0.9.
A &+ /12\°
HE; (i) = exp |— <W) ] Step 6) Compute the adaptive laws (41)—(47). From (60) and
- X y (61), we can legg(z1, x2) = 1 to replace the un-
g (1) = exp |- < Z ) ] knowng(x;, x2) in (46) and (47). This has been ex-
FAm /24 plained inRemark |
r B — /12 2 According to the initial states, four cases are simulated, as
ppi(2;) = exp <17> ] shown in Table I.
! L T/24 Fig. 4 shows the trajectories of the statgsandz; of four
[ B — /6 2 cases ity = 0.9 is chosen and it shows that the estimation state
pipi(2:) = exp | — <W) #1 takes very short time to catch up to the system state

The tracking performances of four cases are also very good,
To cover whole cases, we apply 25 fuzzy rules. Fas shown in Fig. 5, in whicl,. is the reference trajectory and

simplification, we let{(2) = (). is the system output trajectory. This result is better, as shown in
Hence,u;y andw, are constructed. [4] and [12].
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80 T T T T T T T T T
u, is activated at ¢ = 0 second
60F  u=0.9u/0.1uptu;
20
40t q us 0.4703 seco d
u 3 :
N) ™) 10
20
o N
uy is activated at ¢ = 0.4361
0 F T N -100 i
20} 1 20 (
u; is activated at t = 0.4475
a0l 30 ‘second and deactivated at
4 ; ; ; . . .
60 . . . . . . " " . 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 038 0.9 1 .
Time(second)

Time (second)
Fig. 8. Trajectory of the supervisory contro} of Case 1 withy = 0.9 (time

Fig. 6. Trajectory of the control input (include supervisory control) of Case T 0~ 06s)
with o = 0.9 (time= 0 ~ 1 s).
45

40

35
* et (dt
L ey (7)

30

25

u=0.9%xut0. Ixuptug

20

15

J | il

0
0 5 10 15 0 5 ‘ 15
Time(second) Time(second)

ig. 9. Tracking performancé'® e%(t) dt for Case 1 with different.

. . . . . E
Fig. 7. Trajectory of the control input (include supervisory control) of Case 1
with a = 0.9 (time= 1 ~ 15 s).

Case 1 witha = 0.9 in Figs. 6 and 7.

Fig. 8 shows the supervisory contrak, and one can obvi-
ously see that it is activated in four periods: [0, 0.0057], [0.4361,
0.4389], [0.4475, 0.4503], and [0.4703, 0.4760]. After time Fig. 10. Chua's chaotic circuit.

0.4760 s, the FNN controller can stabilize the system and the
supervisory controller will never be activated again. The spikes The dynamic equations of Chua’s chaotic circuit are written
in Figs. 6 and 8 are caused by the fact thatmust maintain a as

R
L | /\/V\/\ j_
We show the control input = «uy + (1 — «)up + ug of iLl Vey=C2 Vc1:|~C1 Ek

larger initial value to stabilize the system when the system tends Vo, = 1 <l (Voo — V) — A(V01)>
to be unstable. Therefore, the adaptive controller can perform Cl1\R
successful control and the desired performance can be achieved. . 1 /1
Applying the different weighting factos, the tracking error Vor =~ <§ (Ver — Vea) + Lr)
performance of Case 1 is shown in Fig. 9.
Example 2: The typical Chua’s chaotic circuitin Fig. 10 con- i = 1 (=Ver — Roir) (62)

sists of one linear resistof, two capacitors@1, C2), one L

inductor, and one piecewise-linear resistoy [(L6], [24]. It has where voltaged~; andV» and current;, are state variables;
been shown to own very rich nonlinear dynamics such as cha@sis a constant; and denotes the nonlinear resistor, which is
and bifurcations. a function of the voltage across the two terminal€daf Here,
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| Choose the parameters as follows:

| A(Ver)
I \
L s 10 19
1 : \\\ R:77 R0:07 01:17 02:7
]
[ — 19 —_4 4 _
0.5 | L_147 a = 50 6—45, /3—3
|
|
\ ! B Therefore, after computation, we get the transformed system as
-d U Vel follows:
l
-05 . N
! =2y =4
[
\ | sk 14 x 168 _x | 1 _x
1 D I %3 = 1305 /L ~ 9025 “2 T 38 3
\‘ |
' 2 (28 _x 7 % £\ 3
. — % (Ger e a5 +23) (66)

15 n s
-4 -3 -2 -1 0 1 2 3 4

For comparison, the simulation results of Chua’s chaotic circuit
and its transformed system are shown in Fig. 12.

we define) as a cubic function as in (63), and its diagram is We will design the hybrid FNN adaptive controll_er to domi-
shown in Fig. 11 [24] natg the transformed system to track a reference signal. For con-
venience, we let replacez* in the above transformed system.

Fig. 11. Nonlinear resistor characteristics.

AVer) = aVer + eVE, (a<0,c>0). (63) Therefore, the closed-loop configuration of (66) can be repre-
. sented by
The system can be rewritten as
Z(t) = GZ(t) + HA (64) i 0 1 07 [z 0
whereZ = [21 2o Zg]T = [VCI Voo iL]T z2 =10 0 xo | + 0 (f + gu + d)
1 1 T3 0 0 O T3 1
CiR  C.R 1
1 1 1 C, and
= - — and H = 0 1
CaR CoR Oy _ 67
0 1 R, 0 Y= [1 0 0] T2 (67)
L L T3
The above state space equations are not in the standard Cavv%ré_re
ical form defined in (3). Therefore, we need to perform a linear
transformation to transform them into the form of (3). Let us de- L4 168 L )
+ _ * * _ = ; = == — - + 53—~
fine Z(t) = TZ*(t) or Z*(t) = T~ Z(t) whereT is a trans- 1805 Y1 ~ 9025 ¥2 T 38 ¥3 T35

formation matrix. Using the transformation in [25] and [26], the

transformed system can be obtained as

Z'(t) =T 'GTZ"(t) + T"'"HA=G"Z"(t) + H" X (65)

where, as shown in the equation at the bottom of the pates

T-'GT,H* = T 'H.

defined
apply it

- 3
X(%$1+9—%$2+$3) , g=1

andd is the external disturbance. Although tfi@bove is well

since the Chua’s circuit is well specified, we do not
in the adaptive law. However, we can indeed use it to

estimate the upper bound @f which is required in our design

- R+ Ro RRyCs + L 1
" CiC>RL  CiC.RL O
ro | fo 1
C1CoRL C1CoR
1
L C,CHRL 0 0
and

r 0 1 0

o — 0 0 1

1 CiR+ CyRy + C1 Ry C1C3RRy+ C L+ CL L

L C,CoRL C1CRL B C1C>RL
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2 05
O -
Yo W \/\/\ Ver 0 ‘
2 \
t t
-4 - . . -0.5
0 100 (@) 200 300 400 0 100 ®) 200 300 400
4 05
.2 Va2
iy 0
0
t \/
2 ' : 05 : ' : : o
0 100 © 200 300 400 -3 -2 -1 (@) 0 1 2
50 10
P2y
Z)
t t
50 : - . 10 : : :
0 100 @© 200 300 400 0 100 ® 200 300 400
1 10
0 7
73 0
1
t 7y
2 ' : ' -10 : : ' .
0 100 200 300 400 -40 =20 0 20 40 60

® (h)

Fig. 12. (a)Ve: of Chua’s circuit. (b2 of Chua’s circuit. (cyr of Chua’s circuit. (d) Phase-plane trajectory of Chua’s circuitz(edf transformed system.
(f) z2 of transformed system. (g} of transformed system. (h) Phase-plane trajectory of transformed system.

procedure. The bound?’, ¢V, andg;, can be estimated as fol-and / are to improve the convergence rate of the closed-loop
lows: system controlled by our proposed controller.
According to the design procedure, the design is given in the
following steps.
Step 1) The observer and feedback gain vectors are chosen
ask? =[5 237 3landk? = [12 13 3],

|f($1a x2, $3)|
< 14/1805 - |&1| + 168/9025 - |x2| + 1/38 - |3]

+ 2/45(28/361|z1| + 7/95|z2| + |23])* respectively.
< 14/1805 x 50 + 168/9025 x 10+ 1/38 x 2 Step 2) We seled in (12) as6 x I3x3, then after solving
+2/45(28/361 x 50 4 7/95 x 10 + 2)? (12), the positive definite symmetric8 3 matrix >
~ 13.5 A 14/1805 - |#1] + 168/9025 - || + 1/38 - |3 in (12)is
+2/45(28/361| 1| +7/95%2 | + |&a])® 1432233 -3 —0.7056
= fY(#1, &2, ). (68) 3 07055 -3

. . . . —0.7056 -3 237.1759
The above estimation comes from several simulation runs of

the uncontrolled and transformed Chua'’s circuit in (66). Since The minimum eigenvalue of), i.e., A min iS 6,
g =1, we let which satisfies the transition from (56) to (57).
Step 3) Solve (10) to obtaif.
go=1, g (x1, x2, w3) mg" (i1, B2, 83) =1  (69)  Step4) We selecM; = 50, M, = 50, My = 50, Mz =
and 2.5, ande = 0.3, andQ in (14) is chosen at) x 353
and A in (14) is computed. Therefore, the positive

gr(wn, @2, 23) R gr(@y, b2, Bs) =1 (70) definite symmetri& x 3 P in (14) can be solved as
The control object is to control the statg of the system 40.4166 32.9166 0.4166
to track the reference t.rajectory,,(t) = 1.5 sm(t)_ if 32.9166 42.6338 2.9166
only the system outpuy is measurable. Therefore, in the
phase plane, this reference trajectory is a circle with radius 0.4166  2.9166 2.6388
1.5: 42 + 72 = 1.5. Also the external disturbanekis assumed R
to be a square-wave with amplitude0.5, period2r and the The minimum eigenvalue of valug, i.e., thexp .
parameters are chosen as ~ 0.07771, v» = 0.00832, in (48) is 2.1. Therefore, we can haVe from (48)

~v3 & 0.03808, and step sizé = 0.00255. The choices ofys as 1.05.



WANG et al: ADAPTIVE HYBRID INTELLIGENT CONTROL 595

2
i 4;‘1
ofl 214
| |
Al 0
i ! \/
2 sec) 2 sec)
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2 (a) (b)
10
O\LM/\/'\ 0
Y (sec) (sec)
-5
0 5 10()15 20 25 0 5 10 (d)15 20 25
0.1 0.1
0
I -0.1 0
0 02 04 06 08 1 12 14 16 18 2 0.2
Time(sec) 0.3 sec) -0.1 (sec)
0 5 10, .15 20 25 0 5 10 .15 20 25
(e) ®

Fig. 13. Trajectories of the states (solid line) andi;, (dashed line).
Fig. 14. (a) Output trajectories gf(dashed line) and.. (solid line) witha: =
0.9. (b) Output trajectories af (dashed line) angd.. (solid line) witha = 0.9.

Step 5) The following membership functions are selected d8); Output trajectories of (dashed line) and.- (solid line) withox = 0.9.
(d) Trajectory ofV;. (e) Trajectory ofVc.». (f) Trajectory ofi;, .

o (@) = 1/ {1+ expl3(@i + 7 G
6
IE (Z;) = exp [—(afh +7- C2)2] .
ppi (&) = exp [—(#: +7)%] |
ppi (&) = exp [=(& — )7 ol
pps (80) = exp [=(&: — 7 - ()], »
. . 2.5 2
prpi(#:) =1 /{1 +exp [-5(& — 7 - )]}
0.4
Letr =1, =3.7, & =33, forz;, i =1, 2. Set
T =38,(1 = 3.3, ( = 2.6, for £3. VCOZ'Z'
To cover whole cases, we apply 216 fuzzy rules !
For simplification, we le€(z) = n(£). Henceu;
andup are constructed. 02f
Step 6) Compute the adaptive laws (41)—(47). From (69) ar 4, . . . : ; .
(70), it is obvious that we can lefp(z) = 1 to 25 -20 15 '1‘1’) v 5 0 5 10
replace the unknowg(z) in (46) and (47). This has ®) Vo
been explained in thBemark 1. Fig. 15. (a) Phase—pla_ne trajectory of’transfqrmed Chua’s circuit wits
Fig. 13 shows the trajectories of the statgsandi, if o = 0.9. (b) Phase-plane trajectory of Chua’s circuit.
0.9 is chosen and it shows that the estimation stat@kes less
than 1.4 s to catch up to the system state 1000
Fig. 14(a)—(c) shows the responses of the transformed Chu “ 0 - .
circuit. Fig. 14(d)—(f) shows the responses of the origini u=0.9ur0. Luptu,
Chua’s circuit by restoring the transformed system to i'-1oooo : : : - . . Time(sec)
original states. 5 : : :
Fig. 15 shows the phase plane trajectories of the transforr ,, | #=0-90-lup*u,
and original Chua’s circuit. Fig. 15 clearly indicates the fact thi  © W 1
the tracking performances are guaranteed by our hybrid adap Time(sec)
FNN controller. 0 5 10 15 20 25
Fig. 16(a) shows the overall control effartfor the first 6's. ' ‘ ‘ ‘ ‘
Fig. 16(b) extends the time-scale in Fig. 16(a) to 25 s. Obvious “so L
the overall control effort; in the steady state has its maximun .
magnitude less than 5 NT. Fig. 16(c) shows the supervisory ct.o00 . - g - o Time(scc)

trol u, with its activation and activation periods in the initial 5 s.

After 5 s, theu, is no longer necessary. Fig.16. (a) Trajectory of the control input (including supervisory control) with
ADDI N (S:I'ff ighti f h ki a = 0.9 (time= 0 ~ 6 s). (b) Trajectory of the control input (including
pplying a different weighting tactoty, the tracking error g nerisory control) withe = 0.9 (time = 6 ~ 25 s). (c) Trajectory of the

performance oExample 2s shown in Fig. 17. supervisory controlis with o = 0.9.
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