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Low-Power Adaptive Pseudo Noise Code Acquisition
for Spread-Spectrum Systems

Mau-Lin Wu and Kuei-Ann Wen

Abstract—A novel pseudo noise code acquisition combined with
the newly proposed adaptive sampling rate and threshold control
(ASTC) algorithm is derived for low-power spread-spectrum
systems with complementary metal-oxide—semiconductor imple-

A ! ’ RF Low-power
mentations. Low-power performance can be achieved by reducing | frontend —> acquisition —> Decoder
the sampling rate of the proposed system while maintaining the structure

system performance. The sampling rate is dynamically updated
due to the change of the channel noise level. Under the assump-
tions that the channel is additive white Gaussian noise slow-fading
channel, up to 74.3% reduction in power consumption compared
to the conventional fixed-sampling rate and fixed-threshold
architecture is demonstrated with insignificant increase of system
complexity. The proposed architecture can be applied to the design Power management module
of low-power and controllable-performance spread-spectrum
communication systems.

|Udex Terms—Adapt_ive computing, code acquisition, communi- Fig. 1. Functional block diagrams of the receiver of the spread-spectrum
cation, low-power design, spread spectrum. communication system.

|. INTRODUCTION by the relationship with switched capacitari¢g, power-supply

NCREASING the system capacity for wireless commun?{OItagevDD and switching frequency.., by the following 1]

cation systems is required due to the explosion of wireless Py=CrV2p fau. 1)
applications such as data and multimedia. According to the re- DD Jsw

quirements for large system capacity and interference rejectionrhe dynamic power consumption of a CMOS VLSI system
immunity, code-division multiple-access (CDMA) becomes onguld be reduced by reducing either switching frequency
of the most popular candidates for modern wireless Communi(EQ.]'_Ij], power-supp|y V0|tage [8]_[14], or switched Capaci-
tion systems. The spread-spectrum technique plays a vital rgdice [15]-[18]. In this paper, the low-power system is derived
in the CDMA system and the pseudo noise (PN) code acquis; reducing the switching frequency.
tion system is the major module for receiver performance.  For the low-power architectures of the PN code acquisition
Among the design parameters of the mobile wireless corystem, two different approaches were proposed in [19] and
munication system, power consumption is one of the majpro]. The architecture in [19] combines the matched filters and
concerns. In this paper, we propose a novel low-power cogérial correlators to achieve low-power application. The parallel
acquisition structure applied to spread-spectrum systems. Hpgead-spectrum correlator was applied in [20] to reduce the
design is targeted for complementary metal-oxide—semicibwer consumption of the code acquisition system. Research
ductor (CMOS) implementation to be applied to fully silicorhhout adaptation of threshold by estimating power level value
wireless terminals. to maintain system performance was proposed in [21]. Multi-
It is well-known that the power consumption in a CMOSlying the estimated background power level with threshold co-
very large scale integration (VLSI) system is dominated by tRgficient is an implementation with simple system complexity.
dynamic power. Therefore, low-power designs are mostly fo- This paper proposes an adaptive PN code acquisition system
cused on reducing the dynamic power consumption. The tihd achieves low-power operation by dynamically reducing the
namic power consumptiofl; of CMOS VLSI can be modeled sampling rate and updating the threshold according to varying
channel noise. System performance is maintained above a
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f“e_ive‘; "l*:]“ba“d signal noise estimator can be implemented by several well-known

e — . _“(’_‘se’_[L_ - — =+ =+ =, techniques [22]-{24]. The operating frequency of the proposed
I { T J' I acquisition structure is the sampling ratewhich is generated
I o N - | - by the sampling rate generator according to the estimated
I Clock Adaptive I Noise . R

generator [&-r: cambler < estimator [ I channel noise leve§NRgst. The threshold¥; and T, are
. T - I =1 generated by a threshold generator according to the estimated
I: ______ fs A B g.s I V " channel noise levebNRgsr and system specifications. The
v 2 b ::::‘r’:t‘:)gr”‘e H adaptive detector makes the decision based upon these two
| ggl:ggg)r i _|Despreader}-- i | " threshold values. Because the operating frequency of this
“Pim]° ~ gl . I structure is adaptive, the “clock generator” is designed to be
| | " variable. Accordingly, the “PN code generator” is designed to
& | . | generate the PN sequence with a varying sampling rate.
| |Thresho1 n P - For the conventional PN code acquisition system with the
G D Accumulator (g -Igenerator <+ | fixed sampling rate and the fixed decision thresholds, there
|§ Zi l | : = always exists the trade off between power consumption and
. I system performance. For example, the system performance of
| ______ }l [ = one conventional PN code acquisition system can be improved
R, gedtggttj;e ......... T | Dby increasing the sampling rate, but the power consumption is
I F"TZI . also increased accordingly. However, the power consumption
. . O:“p: = and the system performance are considered together in the
— - n A e proposed architecture.
—3p Data signal path Power

Acquisition wseenssannnd  Control signal path %zs:: eeme ! B. System CompIeXIty

Structure . L
The proposed system contains two blocks, the acquisition

Fig. 2. Functional blocks of the proposed low-power code acquisitiostructure, and the power management module. Two modules
structures. make up the acquisition structure as shown in Fig. 2. They are
the adaptive sampler and adaptive detector blocks. The varying
The low-power adaptive code acquisition system is describsampling rate of the adaptive sampler is implemented by varying
in Section IlI. In Section Ill, we analyze the power consumptiothe system clock with no extra circuitry needed. The adaptive
and system performance. We propose a novel adaptive samptietector is implemented with adjusted threshold and, thus, there
rate and threshold control algorithm in Section IV. Simulationis actually no hardware required. The acquisition structure is,
of system performance are demonstrated in Section V. Compéerefore, implemented without hardware support.
isons of the power consumption and system performances ar&he power management module can be easily implemented
also listed. The expansion and limitation about the proposed by a processor or digital signal processor (DSP) module.
chitecture are discussed in Section VI. Finally, conclusions wgb]-[27] The sampling rate and threshold generators are

made in Section VII. realized using a lookup table with the input being the estimated
channel noise level and the outputs are sampling rate and
II. Low-PowER ADAPTIVE CODE ACQUISITION SYSTEM threshold value, respectively. Therefore, the adaptation can

be implemented with simple memory access instructions.
With minor hardware and software additions, the adaptive

sampler and detector can be implemented to achieve significant
Functional blocks of the proposed low-power code acquisierformance improvement.

tion structure are shown in Fig. 2. The received baseband signal
added with the channel noise is the input signal of this code acy A paPTATION ANALYSIS OF POWER CONSUMPTION AND
quisition structure. The output is the decision of the “adaptive SYSTEM PERFORMANCE

detector.” The “adaptive sampler” adjusts the sampling tone ac- ) ) )
cording to the sampling rate generator. The output data of thig'n this section, the analysis of power consumption and system

adaptive sampler is then despread by the PN sequence inRREOrmance of the proposed structure is discussed according to
block of “despreader.” The output data of the despreader is tHEf @daptive scheme of sampling rate and decision threshold.
accumulated for the period of the PN sequence. After that, the ,
“adaptive detector” makes the detection result according to the System Performance Analysis
output data of the accumulator. The decision threshold in theConsidering the system performance of the PN code acqui-
block of adaptive detector is adapted according to the threshsltion system, the average acquisition time is most important.
generator to optimize the system performance. However, the average acquisition time depends on the system
The received baseband signal is also processed to extstoticture and the probability of detection and false alarm [28].
the clock signal, which is required to generate the local PRhe average acquisition time decreases when the probability
sequence. The function of the “noise estimator” is to estimabé detection is increasing or the probability of false alarm is
the channel noise level from the received baseband signal. Teereasing. The PN code acquisition system with the smaller

A. System Architecture of the Proposed Code Acquisition
System
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data TABLE |
1 HYPOTHESIS OFH,, Hy, G1, AND Gy
I | Modulator

0 Td S[Kk] and RE Hypothes Event
le—i .
1 is
Din JL UL, _____
3 Channel — |Demodulator| H, |Signal ‘1’ is transmitted.
P, K| Te noise n[k] |and RF
H, |Signal ‘0’ is transmitted.
R[K]
¢ [kl G, |The phase of PN code is synchronous with received data.
S li te, Adaptive i i i
;\m:ub) :l;% rate, p o .ﬂgle'i G, |The phase of PN code is not synchronous with received data.
Threshold
values R[m] . . .
at the rate off,. The sampling rate is correlated to the chip rate
l P [m] at the relationship shown
! ZIK] fs =8x fc. 4)
3 Adaptive 4 . . . .
Out of phase detector €] Accumulator That is to say, there arg samples in each period of the chip of
0

the received signal. The sampled sigRéah] is then despreaded
by the local generated PN sequenBg|m + 7] with the phase
ifferencer compared tdz[m]. If 7 = 0, the phase oR[m] and
Pr[m+7]is the same and the absolute of the output value of the
L a cumulator should be larger than the threshold of the detector.
average acquisition time has better performance than that " this condition, data is recognized. Otherwise, with the output
larger average acquisition time. Therefore, the probabilities Value of the acc,umulator being sma.\ller than thé threshold, next
false alarm and detection are two important specifications f(c:)l'qip will be checked until the correct phase is detected '
the PN code acquisition system. To improve the system pen‘or—.l_he output value of the accumulator is termed 28" eind
mance, the probability of detection should be increased and mg thresholds of the detector afeandTy. If Z[k] > Ty, then
probability of false alarm should be decreased. In the following1 2 L

.. . system detects the “1” signal Afk] < Ty, then the system
the probabilities of detection and false alarm of the propos%%eaeés the “0” signal. If the p%ase (l[f t]he Plil sequence?/snot syn-

system are analyzed as the functions of channel noise level %ﬂronized with that of the received sig ], the phase of the
sampling rate. . . : iam .
received signal is not locked and no output values are decided at

The functional block diagrams of the proposed direct se- ) . :
e e detector. In the following, we want to derive the expressions
quence spread-spectrum (DSSS) communication system f3Fthe probability distributions of detection and false alarm of
shown in Fig. 3. The source dafa[n] is with the data rate P y

1/T; = £, and in the format of 0 and 1. Before the source daﬁe proposed system. Let us denote the hypothesis that signal
: . o . " is transmitted byH . The hypothesis that signal “0” is trans-
is modulated and transmitted, it will be multiplexed by the P Mitted is termed by, On the other hand, we also denote the

sequer)cePT[k]. PT.[k] IS the RN sequence with code 'er.‘@‘”‘. hypothesis that the phase of the local-generated PN sequence
and chip ratef, which is applied in this DSSS communication "o\ o0 ik that of the received si nal@y and it is
system. The relationship between the data rAteand the y 9

chip ratef. is f. = 1/T. = N x fs, whereN is called the denoted by7, if the sequence is not synchronous. Table | sum-

processing gain of the system. In genedsl,is equal to the mavizes these hypothesis.
length of the PN code sequenctk] is the spreaded data with There are two possible events for probability of detection,

. o . ... __which is denoted byPp. One event is that the receiver detects
the chip ratef.., which is ready for modulation and transm|tt|ng,[he “1" sianal and the phase is svnchronous between local PN
The relationship betwee$i[k] and D[n] can be modeled as g b y

sequence and received signal when “1” signal is transmitted.
k ‘H @ Another event is that the receiver detects the “0” signal and the
N phase is synchronous between local PN sequence and received
signal when “0” signal is transmitted. Therefore, the probability

of detection can be expressed as

Fig. 3. Functional block diagrams of the proposed direct sequen
spread-spectrum communication system.

STk = Prl((k))] x D [

where((k)) n is the remainder of divided by N and||z|| is the
largest integer less than or equalktdl he value ofS[k] is either
1 or —1. After demodulation, the received signal is converted’p = Pr{Z > 11 | HyNG1} +Pr{Z < T | HyNG1}. (5)
to R[] through the matched filter. With channel, demodulatiofine pronability of false alarm, which is denoted By, is the
and RF front end being modeled with additive white Gauss'ﬁ!ﬂobability that the receiver detects “1” or “0” signal when the

noise (AWGN)~[k] and phase noise, the received spreadedpae is not synchronous. The expressionpiis shown as
signal R[k] can be modeled as the transmitted sigidl] plus

the channel noise[k], which is shown Pp=Pr{Z>T1|Go} +Pr{Z <T> | Go}.  (6)
R[K] = S[k] + nk]. 3) Accor'ding to the exprgssions &fp and Pr in (5) and (6), re-
spectively, we can derivep and P for the proposed PN code
The phase noise introduced can be modeled in the despreadioguisition receiver system. Let us assume that the PN code
procedure. The received signal at the receRpt] is sampled used in the DSSS communication systenPjgm] with code
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length V. Because’r[m] is generated by over-samplidgy[k] TABLE I
byS times. Therefore, iy [k] — [Po, Pl, s PN—1]; then the PROPERTIES OFPp AND Pr AS FUNCTIONS OFS, Ty, T, AND o
expression ofPg[m] is shown as
P, P
o |decreasing function of o. [increasing function of o .
Pr[m] = |Po,..., Py, Pr,...,P1,....,Py_1,...,Pn_1 T, |decreasing function of 7;. Decreasing function of 7.
S s 4 T, |increasing function of T, increasing function of 7.
(7 S lincreasing function of S. decreasing function of S.
wherem =0,...,SN—-1andP, = +1,k=0,1,...,N —1.
As described in Fig. 3, the output value of the accumulator can
be expressed as S,2S,...,S(N — 1), and there are four different data patterns,
0 which are “00,” “01,” “10,” and “11.” Therefore, there are total
Z[k] _1 Z R[k + |P[k +1 + 7] 4(N —1) different values fomgf’ﬂ. We denoted thesg N — 1)
S = SN+t different mean values as, where; = 0,1,...,4N — 5. Letus
0 assume that the probabilities of thel§éV — 1) different events
_1 Z (S[k + 1]+ nlk + 1)) P[k + [ + 7] (8) arethesame, whichis equalttpi(/N —1). Inthis condition, the
S SR distribution of Z[k] is G(u, No2/S) fori = 0,1,...,4N —5in

the AWGN channel for each event and the probability for each
gventz‘ is 1/4(N — 1). Therefore, the probability of the false
aFarmPF can be expressed as

wherer = 0,S5,...,S(N — 1)]. In the expression of/[k],
n[k + [] is the channel noise with the zero mean and varian
o2. In the following, we will derive the expressions B, and
Pr. B
If Gy istrue, them = 0.1f H, istrue, therS[k+1] = P+l LT —Pr{lz [k] > T1 | Go} + Pr{Z[k] < Ty | Go}
Therefore Z[k] can be reduced to (9) in this condition =

AN -1)
0
1 4N -5
2k =N + ¢ > Plk+n[k+1. ©) x Y|t Loop [Tz} Loy (L2
I=—SN+1

‘ ) 2N 27 2N
=0 i i

According to the definition of error function in (11), we can
see that therf(x) is a monotonic increasing function of That
is to say, the larger the value, the larger therf(z) is. Due
to this monotonic increasing property aff(x), we can easily
derive thatPp is a monotonic decreasing functionBf and a
monotonic increasing function df,. As the samePr is also
a monotonic decreasing function @§ and a monotonic in-
creasing function of’». In the general conditiong;; — N < 0
and1, + N > 0. Therefore,Pp is a monotonic decreasing

Becausen[k + [] are the identical independent Gaussian
distributions with mean zero and variance? and
Plk + 1] = +1, which are constant value§l/S) >)__sx.1
Plk+!n[k+1] is the Gaussian distribution with
mean (1/S)3_ ¢n.1 Plk+1x0=0 and variance
(1/8?) 30 _sn41 Plk + 1?02 = No?/S. Therefore Z[k] is
the Gaussian distribution with meav and varianceVo?2/S,
which is denoted by (N, No?/S). By the similar derivation,
Z[k] is the G(—N,No?/S) if Hy and G, are true. Let us
assume thaPr{H:} = Pr{H,} = 1/2. Therefore, the
probability of detectionPp can be expressed as

(14)

1 1 T _ N 1 T4+ N function of channel noise level and a monotonic increasing
Pp =5 |1— gerf EEEEAR Sert 2 (10) function of S, which is the over-sampling number in each chip
V VA period. For the similar reasongy is a monotonic increasing

function of channel noise level and a monotonic decreasing
function of S. These properties of the probability of false alarm
and detection are summarized in Table II. According to these
monotonic properties, there exists single optimized solution of
design parameters to maximizg, or minimize Pr. The algo-
rithm to solve this optimization problem will be shown in the
Pp =Pr{Z[k] > Ty | Go} + Pr{Z[k] < T2 | Go}  (12) next section.
where Z[k] is defined as (8) for # 0. In this condition, the The probability of detection and false alarm versus the

probability distribution ofZ[k] is a normal distribution with channel noise level’ and 5 are demonstrated in Figs. 4-6,
[k, 7] [k,7] respectively. The PN sequence applied to this analysis is the

meanu " and varianceVa?/S, wherepr ™ is defined as o _
11-length Barker code sequence. The distributions shown in
Fig. 4 is calculated under the condition tifat= 8, T, = -8,
andS = 8. The signal-to-noise ratio (SNR) value ranges from
—15 to 15 dB. It is easy to verify thaPp is a monotonic
From (13), the mean valupa%“’ﬂ depends ork andr values. increasing function of SNR and, therefore, is a monotonic
In fact, it also depends on the data pattern of the transmittdelcreasing function of channel noise level. The distributions
dataD[n]. There are ¥ — 1) different values forr, which are plotted in Fig. 5 is calculated under the condition thiat= —8

whereerf(z) is the error function, which is defined as

erf(z) = % /Om e dt. (11)

If Gy is true,Pr can be derived as

0
a1
u[}f’]=§ > PlE+0Pk+1+7].  (13)
I=—SN+1
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Pd and Pf versus SNR with T1=8,T2=-8,and S=8

T T T T T T T
T W ©9 7
-o0:Pd
0.8} x: Pf .
06} T
&
he=}
[ =
«
hel
T
0.4+ 7
0.2 b
o+ _
1 1 1 1 1 1 1
-15 -10 -5 0 5 10 15

SNR (dB)
Fig. 4. Probability distributions aPp and Pr as functions of SNR value.

Pd and Pf versus T1 with T2=-8 and S=8
T

SNR=0 | ]
SNR=-5
SNR=-10
SNR=-15 ,,| |
SNR=-20
SNR=-15, 06" 1
SNR=-10 §
SNR=-5 " 04/ ]
SNR=0
0.2 _
0r .
o 2 4 & & 10 12 14 16 18 20

T

Fig. 5. Probability distributions a’P, and P as functions off'; with several SNR values.

andS = 8. TheT; value ranges from 1 to 20. The condition®8. Power Consumption Analysis

for different SNR values are also plotted in this figure. It can a¢ mentioned in (1), the dynamic power consumption of dig-
be verified from the figure thalPp and Pr are both monotonic g v/ S| system depends on switching frequenfy. For the
decreasing functions df;. The effect of the SNR value is alsoproposed PN code acquisition in Fig. 2, the switching frequency
disclosed in this figure. From Fig. & is a monotonic in- of the acquisition structure j& = S f.., which is proportional to
creasing function of over-over-sampling numiseunder every the sampling rate and chip frequengy For given PN sequence
different SNR values. The calculation of this figure is based @thd communication system architecture, chip frequency can be
the condition thal; = 8 andT, = —8. The SNR value ranges decided. Therefore, the power consumption of the acquisition
from —20 to 0 dB and theS value ranges from 1to 20 dB.  structure is proportional to the over-sampling numer
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Pd and Pf versus S with T1=8and T2=-8
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Fig. 6. Probability distributions oP;, and P, as functions of5 with several SNR values.

For the power management module, the functional blocks Wfe assume that the SNR value of received baseband signal is
noise estimator, sampling rate generator, and threshold genedB. The SNR value of the system can be related%dy
ator are included in this module. The operating frequencies of
sampling rate genera'tor anq threshold.gerllerator are exactly the p =10 x logy, (i) ' (15)
refresh rate of the noise estimator, which is denotegbyfr 2
is the rate at which the noise estimator update the estimated
channel noise level. The refresh frequency depends on the E8! given channel noise® and the over-sampling number in
herent time of the channel. For example, the refresh frequerf8ch chip period, the optimal threshold of the detector can be
of the system with fast-fading channel will be larger than th&€cided by the optimized threshold decision (OTD) algorithm
with slow-fading channel. According to this reason, we assurRgoposed in [29]. The brief introduction of OTD algorithm is
that the channel is slow-fading channel. There are several pritJuded in the Appendix. The OTD algorithm can calculate the
tical considerations when designing the refresh rate. The digeshold of a code acquisition system to make the probability
rate is usually several times of refresh rate. And the sampliffdetection maximal and the probability of false alarm equal to
rate is also several times of data rate. Because the switch fiesPecific constant. The optimized threshold valliesind7,
guency of the power management module is much less than t@and by OTD algorithm has the relationship®f = —T.
of the PN acquisition structure, the power consumption of this In order to implement the sampling rate and threshold lookup
module can be ignored. Therefore, the power consumptiontgbles, the OTD algorithm is applied to calculate the optimal
this proposed architecture is dominated by the code acquisitifesholdl’m and the maximal probability of detectid?y, for
structure, which is mainly depends on the sampling rate. ~ 9iven SNRp dB, over-sampling numbe$, and the specific
Therefore, by Contro"ing the Samp“ng rate and the dec|s|(ﬂ‘ﬁobab|l|ty of false alarnPF. In the f0||OWiI’Ig ana|ySiS and sim-
threshold dynamically according to the estimated channel nolgation, we take 11-length Barker code as the PN sequence. Let
level, the power consumption of the system can be reduced alfdtake an example gf =0 dB, S = 1, andPr = 0.01. The
the performance is maintained above some specifications. In tAgesholds and the maximal probability of detection calculated
next section, we proposed a novel algorithm to control the saR¥. the OTD algorithm ard} = 10.1795, T, = —10.1795,
pling rate and threshold of the proposed PN code acquisiti8Rd’p = 0.5977. The thresholds and the maximal probability

system to minimize the power consumption without degrad@f detection for each SNR and over-sampling number values
tion of the system performance. should be calculated at first. For each SNR value in the range

—10 to 10 dB, the threshold and the probability of detection
as functions of SNR and over-sampling number should be cal-
IV. THE PROPOSEDADAPTIVE SAMPLING RATE AND culated by OTD algorithm. The SNR range 6fl0 to 10 dB
THRESHOLD CONTROL (ASTC) ALGORITHM is flexible. For larger range of SNR values, the system perfor-
mance will be improved at the cost of system complexity.
In this section, the algorithm proposed to control the sam- In Table Ill, the calculated thresholds and the maximal prob-
pling rate and the threshold of the PN code acquisition systexhility of detection forSNR = —1 dB, S varying from 1 to
is described in detail. we assume that the channel ndigds 11, andPr = 0.01 are listed for illustration. The threshold of
additive white Gaussian noise with zero mean and variafice T; decreases when the over-sampling num®és increasing.
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TABLE 11l TABLE IV
CALCULATED THRESHOLD AND MAXIMAL PROBABILITY OF LOOKUP TABLES IMPLEMENTED IN THE CODE ACQUISITION SYSTEM
DETECTION FORSNR = —1 AND Pr = 0.01 WITH THE SPECIFICATIONS OFPr < 0.01 AND Pp > 0.90
S |T; T, Py SNR [§ |T, T, P, P,
1| 11.0476] -11.048] 0.4949 B)
2| 8.8125] -8.8125| 0.7971 -10/22|  8.103| -8.103| 0.9024] 0.010
3| 7.9551] -7.9551| 0.9218 -9 18] 8.0472 -8.0472| 0.9099] 0.010
4] 7.4927| -7.4927| 0.9703 -8| 14| 8.0868| -8.0868| 0.9046] 0.010
5| 7.1972] -7.1972| 0.9888 -7/ 11]  8.1076] -8.1076] 0.9018] 0.010
6| 6988 -6.988] 0.9959 -6| 9| 8.0516] -8.0516] 0.9093] 0.010
7] 6.8299] -6.8299| 0.9985 =51 7] 8.0913] -8.0913] 0.904] 0.010
8l  6.705 -6.705| 0.9995 -4| 6| 7.9508| -7.9508] 0.9223] 0.010
9] 6.6029] -6.6029| 0.9998 -3| 5| 7.8665| -7.8665| 0.9326] 0.010
10| 6.5176] -6.5176] 0.9999 2| 4] 7.8543| -7.8543| 0.9341] 0.010
11| 6.4448] -6.4448 1 -1| 3] 7.9551| -7.9551] 0.9218] 0.010
0| 3] 7577 -7.577] 0.9631] 0.010
. _ . 1| 2| 7.8583| -7.8583| 0.9336] 0.010
The probability of detection increases when the over-sampling 2 2l 7.4961 749611 0.97] 0.010
number is increasing. By the values listed in Table Ill, the sam- 3| 2 7.1914] -7.1914] 0.9891] 0.010
pling rate of the code acquisition system can be choosen to meet 4] 1| 7.8624| -7.8624| 0.9331] 0.010
some specific probability of detection for giveiNR = —1 dB. 5| 1| 7.4995| -7.4995] 0.9697] 0.010
For example, if the performance specifications of the acquisition 6| 1] 7.1943] -7.1943] 0.989] 0.010
system are’y < 0.01 andPp > 0.90, then the over-sampling 7] 1) 6.9346] -6.9346] 0.997) 0.010
numberS should be three to meet the specifications. Under this 8 1] 67113 -67113| 09994] 0.010
" . i 9] 1] 6.5176] -6.5176] 0.9999] 0.010
condition, the probability of false alarm is 0.01 and the prob- 1o 11 6.3483] -6.3483 T 0010
ability of detection is 0.9218. If the probability of detection is ' ' :
required to be larger than 0.99, then the over-sampling number
should be six and the probability of detection is 0.9959. Thike corresponding thresholds T1(p) T=(p) by
thresholds are also adaptive due to the over-sampling numtie OTD algorithm, such that the following
and the SNR value. conditions hold:

With Table 11l for each SNR values, the lookup tables im-
plemented in the PN code acquisition structure can be formedi Pp(p dB,S(p dB),Ti(p dB), To(p dB)) > Pp spec
We assume that the specifications of the system performanc Pr(p dB,S(p dB), T1(p dB),T>(p dB)) = PF75P(9108
arePr < 0.01 an_d_PD > 0.90. The over-samplln_g number, Step 4: Create the lookup tables of
threshold, probability of false alarm, and probability of detec- .
. . ) ) ver-sampling number and threshold of
tion are listed in Table IV as functions of SNR value. For ea . -

: tep 3 in the proposed PN code acquisition

SNR value, the values in Table IV can be calculated from t ‘zstem
tables such as Table Ill. The over-sampling number decreases
when the SNR value is increasing. At the same time, the prob- .
ability of detection is always larger than 0.90, which meets the N the following, we take an example to demonstrate the
system specifications. operation of the lookup table implemented in the blocks of

The proposed ASTC algorithm is described in the followingSampling rate generator” and “threshold generator”, which is
shown in Fig. 2. We assume that the specifications of the system

Step 1. Given the system specifications performance ard’r < 0.01 and Pp > 0.90. The lookup
of the performance of the proposed PN code table implemented in the proposed system is listed in Table IV.
acquisition system. We denote the over-sampling numbgrand the threshold
Ty asS(SNR) andT;(SNR), which emphasize that they are
{PD(SNR7 S,T1,12) > Pp spec (16) functions of SNR value. For the optimized solutién and 75
Pp(SNR, S, T1,T2) < Prspec found by OTD, they meet the relationship = —73, when

the channel noise is AWGN. L&&NRgst be the estimated
SNR value, which is the output of the noise estimator in Fig. 2.
This SNRgsT will be sent to the blocks of “sampling rate
generator” and “threshold generator” to generate the over-sam-
pling numberS and the threshold’;. These two values will
be generated by (19) shown at the bottom of the next page,
whereS(n dB) is the S value listed in the row &8NR = n dB

Rsxr = {2 € Z | SNRunin < 7 < SNRypax } (17)  in Table V. For exampleS(—6 dB) = 9 shown in (20) at

the bottom of the next page, whe¥é(n dB) and T>(n dB)

Step 3. For each p dB € Rsnr, calculate is theT; and 15 value listed in the row a6NR = n dB in
the minimal over-sampling number S(p) and Table V, respectively. For exampl&; (—6 dB) = 8.0516. In

where Pp spec IS the minimum specification

of the probability of detection and Pr spec
is the maximal specification of the proba-

bility of false alarm.

Step 2: Set the ranges and resolutions of

the SNR value as
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TABLE V increasing function of SNR value. By applying this characteris-
THE SMULATION RESULTS OF THEPARAMETERS OF THE tics of the probability of detection, the probability of detection
PROPOSEDSYSTEM AND THE CONVENTIONAL SYSTEM WITH P .
THE SPECIFICATIONS OFPy < 0.01 AND Pp > 0.90 can be proved to meet the system specifications in the proposed
system by
Proposed [Conventional
S 2.655 9 PD :PD(SNREST,S(TL dB)/Tl(TL dB),TQ(’Il dB))
Py 0.01 0.0222 >Pp(n dB,S(n dB),Ti(n dB), To(n dB)) > Pp spec
P,min 0.902 0.8616 =0.90 becaus&NRgst > n dB. (26)

. . .. For the condition ofi0 dB < SNRgsT , it is trivial that the
the following, we will prove that the system performance will : e .
L roposed system will meet the system specifications under this
be guaranteed to meet the system specifications due to Bie
(19) and (20) except the condition wh8iNREgsT is less than

condition. By the similar derivations, the probability of false
—10 dB. However, the probability of the event tSa(R sy is alarm of the proposed system can be proved to always meet the
less than—10 dB is very low. In the following discussion, we

system performance specifications. Therefore, by applying the
denote the probability of detection and the probability of fals??oﬁj_p ;%5’;? ;n s-l;ztrjriem:i\t/hlZEJn:?cilgtl)\llecsdsete?:w:quelf;gfr:zasgc?éegh
alarm by (21) and (22), respectively W-p y y P

be implemented.

Pp =Pp(SNR, S,T1,13) (21) V. THE S o o
. THE SIMULATIONS OF POWER CONSUMPTION
Pp =Pp(SNR, 8,11, T3). (22) AND SYSTEM PERFORMANCE
Assume that the estimated valslRgg is in the range of The simulation results for the proposed PN code acquisition

system and the conventional code acquisition system are pre-
ndB < SNRgst < (n+1)dB, n=-10,...,9. (23) sented in this section.

. . We assume that the specifications of the system performance
Then the probability of detection of the proposed system b&r’ePF < 0.01 andPp > 0.90. The lookup table of Table IV
comes is used in the proposed structure. In the simulations described
below, we assume that the channel is a time-varying AWGN
Pp =Pp(SNREgst, S(SNR ,T1(SNR , ’ ; : AP
p =Pp(SNRest, S(SNRest), Tt (SNREst), channel. The channel noise have the Gaussian distribution
T>(SNRgst)) G(0,0?), the Gaussian distribution with mean zero and vari-
=Pp(SNRgsr, S(n dB), T (n dB), T>(n dB)) (24) ances?. However, the variance? is not a constant for the real
~ channel condition and it is time-varying. Therefore, we model
where S(n dB), Ti(n dB) and T>(n dB) are the values in ;2 a5 a random variable and the distributions8fis modeled
equation is always true: one Gussian distribution, which is expressed as

Pp(n dB, S(n dB),Ti(n dB), Ts(n dB)) > Pp spec = 0.90 Yy = N? (27)
(25)
wherePp spec is the minimum specification of the probabilitywhereN is the Gaussian distribution witfi (0, 1). We assume
of detection. From Table I, the probability of detection is théhat the channel is a slow fading channel. With the appropriate
decreasing function of ando is the decreasing function of design of the refresh frequencfz of the noise estimator,
SNR value by (15). Therefore, the probability of detection is tibe variance of the channel nois€ will nearly keep the

S(—lO dB) SNREST < —-10dB
S(SNREST) = S(TL dB) n dB < SNRgsT < (TL + 1) dB, n=-10,...,9 (29)
S(10dB) 10 dB < SNRest

T1(—10dB) SNRgst < —10dB
T1(SNRgst) =1 T1(n dB) ndB < SNRgst < (n+1)dB, n=-10,...,9

(
(
T1(10 dB) 10 dB < SNRgsT
T5(—10dB) SNRgst < —10dB
T5(SNREgsT) = ¢ T2(n dB) ndB < SNRgst < (n+1)dB, n=-10,...,9 (20)
T>(10 dB) 10 dB < SNREsT
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Fig. 7. Distributions of oversampling numbgrand threshold’, versus the SNR value.

same within one refresh period, whichT: = 1/fg. The rate and threshold is the average value of the over-sampling
channel can be viewed as a time-invariant AWGN channel wittumbers Pr 1,.x and Pp i are the maximal value of proba-
G(0,0?) within one refresh period, where? is the variance bility of false alarm and the minimal value of probability of de-
of the channel noise within th&h refresh period. The distri- tection, respectively. In the analysis in Section IlI-B, the power
butions of P, and Pr derived in (10) and (14) can be appliecconsumption of the proposed system is proportional to the sam-
to the analysis of the system performance within one refrepling rate, which is the linear function of the over-sampling
period. The variance of the channel noise may be differentmumber. Therefore, one system with lower average over-sam-
different refresh periods, with the distribution modeled in (27pling number has the lower power consumption.
For the proposed architecture, the noise estimator will estimate~or the simulation of the conventional code acquisition
the noise variance? and update the sampling rate and theystem, the conventional code acquisition system is designed
threshold of the proposed system according to the estimatedneet the system specifications at the 95% of the period. By
variance. (27), the variance of the channel noise is the squaré,afhich

The values of the over-sampling numiggand the threshold is Gaussian distribution with mean zero and variance one. Due
T, versus SNR are plotted in Fig. 7. The SNR values in thte NV is Gaussian distributio®r{—1.96 < N < 1.96} = 0.95.
simulation range from-10 to 44 dB and 200 different SNR For 95% of the period, the variance of the channel noise will
values are included in this simulation. When the SNR valueli less thar(1.96)> = 3.8416 = —5.85 dB. By observing
low, which means the channel noise level is high, the over-sairable 1V, the over-sampling number of the conventional system
pling numberS, which represents the sampling rdtg is adap- is set at nine and the thresholds are set&and 8. Equation
tively tuned to a high level to compensate the high channel noid®) and (14) are calculated to verify that the system meets the
level. At the same time, the threshold is updated to optimize tli%, and Pr specifications aSNR = —5.85 dB. Therefore, the
system performance. The dynamic range of the threshold vataventional system will meet the performance specifications
is not as wide as that of the over-sampling number. The updates95% of the period.
of over-sampling number and the threshold follow the equationsin Table V, the values ofS, Pp max, and Pp i, Of the
of (19) and (20) by the functional blocks of sampling rate gemproposed and the conventional systems are listed for compar-
erator and threshold generator in Fig. 2. The probability of deson. For the proposed one, the average over-sampling number
tection and the probability of false alarm for this simulation ars 2.655, which is only 29.5% of the over-sampling number
shown in Figs. 8 and 9, respectively. From these two figures, the conventional one. The over-sampling number of the
these two probabilities have been verified to meet the systewnventional one is nine. Therefore, the power consumption
specifications. The probability of detection is always larger thaf the proposed one is only about 30% of the conventional
0.90. The probability of false alarm is always less than 0.01. one. About 70% of the power consumption is reduced by

For simulations of the power consumption, several paramapplying the proposed code acquisition structure. The maximal
ters are defined to analyze the proposed system and compapabability of false alarm for the proposed one is 0.01, which
to the conventional code acquisition system with fixed sampling no larger than the specifications. However, this is not the
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Fig. 9. Probability of false alarn®» versus the SNR value.

case for the conventional one. The maximal probability of faldalse alarmPr ... and different minimal specification of the
alarm for the conventional one is 0.222, which is larger thgmobability of detectionPp cpe.. The values ofPr .. are
the specifications. The reason is that the conventional systérf05 and 0.01 and the values B .. are 0.8, 0.85, 0.9,
only meets the specifications for 95% of the period. There ade95, and 0.99. The average over-sampling numBeds the

similar conditions for the probability of detection.

proposed system are also shown in the table for each simulation

More simulation cases were done to show the low-powease. The fixed over-sampling numbefs,,, of the conven-
properties of the proposed system. In Table VI, ten cases of tienal system are also listed in the table for each simulation
simulation conditions are summarized. These simulation casese. The percentages of the reduction of power consumption
are with different maximal specification of the probability ofPp,.. for the proposed system compared to the corresponding
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TABLE VI system also meets the system specifications. Simulations

THE SIMULATION RESULTS OF THEPOWER CONSUMPTION COMPARISON OF of a large range of the system specifications have revealed
THE PROPOSEDSYSTEM AND THE CONVENTIONAL SYSTEM FOR THE

TEN SIMULATOIN CASES that the proposed system consumes 70% less power than the
conventional one. It had been shown that the proposed adaptive
Prapec  |Pasec |S Sconv |Prre code acquisition architecture combined with the proposed
Casel | 0.005| 0.8 2.645| 8| 66.9% algorithm is an efficient design methodology for the low-power
Case2 | 0.005| 0.85 2.925 10| 70.8% spread-spectrum communication systems.
Case3 | 0.005 09| 3.350( 11| 69.5%
Case4 | 0.005| 0.95| 3.600] 14| 74.3% APPENDIX

Case 5 0.005| 0.99| 5.255| 20| 73.7%
Case 6 0.01 0.8| 2.305 7| 67.1%
Case 7 0.01} 0.85| 2.380 8 70.3%
Case 8 0.01 0.9] 2.655 9| 70.5%

Case 9 0.01] 0.95] 3355 11| 69.5% A. Brief Introduction to OTD Algorithm
Case 10 0.01f 0.99| 4.755 17| 72.0%

The brief introduction of the OTD algorithm and the expan-
sion of the proposed architecture to the non-AWGN channel are
included in this appendix.

The optimized system performance of a PN acquisition
system can be achieved by maximiziRg or minimizing Pg.

conventional one are shown in the last row of the table. For i€ OTD algorithm is one searching algorithm used to find the
the ten cases, the proposed systems reduce about 70% ofofpfimized solution of the decision threshold va_llues to optimize
power consumption when compared to the conventional orig€ System performance. Two approaches exist for the optimal
For the fourth case, the percentage of the power consumptR)§tem performance. One is to maximizg and keepPr as
reduction is even 74.3%. All the ten simulation cases show tf@nstant. Another is to minimiz8r and keepPp as constant.

the proposed system is an power-efficient system and it can'y€n given the SNR value and over-sampling numBewe

applied to a large range of system performance specifications@n €xpres#’p and P as functions offy and 73, which are
shown in (A.1) and (A.2), respectively

-VI. EXI?ANSIO-N AND LIMITATION | Pp = (1. 13) (A1)
The analysis and S|mulgt|on of the proposed A_STC_: algorithm Pr =g(Ty, To). (A.2)

are based on the assumption that the channel noise is known and

distributed as the AWGN channel. However, under the assUmgye oTD algorithm is proposed to solve the following optimal

tions that the probability distribution of channel noise is knOWBroblem:

and the mean and variance of the channel noise could be esti-

mated, the proposed ASTC algorithm can be easily e_xpar!de_d OFing (Ty, T), such that’p =f(Ty,Tz) = f() is max

spread-spectrum system under arbitrary channel noise distribu- .

tion functions. This is demonstrated in the Appendix. andPp =g(T1, T2) = 9(7) = kr
The power consumption analysis performed in this paper is wherei =(11, 13). (A.3)

focused on the PN code acquisition system, which is just one

part of the entire wireless communication System_ The powerThiS iS an Optlmal problem Under Constrained COI’]ditiOI’lS. The

consumption of the entire wireless system depends on the @LD algorithm is an iterative approach with two loops to solve

chitecture of the entire wireless system and what applicatiotiis problem. The first loop is moving the initial guess of point

the system applied. System architecture issues such as hardwhtge second loop toward the optimized solution by moving at

software partition, processor or DSP module implementatiofie direction of gradient of (). The second loop is moving

and RF front-end architecture will have effects to how mud@ward the constant contour line 9f#) = kr by Newton's

power the PN acquisition system consumes with respect to fhthod. After both two loops are converged, the optimized so-

entire wireless system. For general case, the wireless receivd¢ii9n is found. The monotonic properties ) andg(z) will

one of the most complex parts in the wireless hardware desigiaranteed the convergence of this searching algorithm.

Clock recovery and synchronization circuits are two of the most ) )
complex parts in the receiver design. Therefore, the PN acql- The Expansion of the Proposed Architecture to Non-AWGN

sition system dissipates large percentage of power consumpfidinnel

with respect to the entire wireless system. However, it is diffi- Let us assume the channel noise levil] in (3) has the fol-
cult to declare a exact percentage. lowing probability density function and probability accumula-
tive function:
VII. CONCLUSION

| = = J > — .
By adaptively controlling the over-sampling number and Pr(n[k] = 2) =fn(z) 2 0, where—co <z <oo (A4)
threshold of the proposed PN code acquisition system, the Fo(x) :Pig”[k’] <)
power consumption is greatly reduced when compared to a _ Fu(t)dt, where— oo < z < oo

conventional structure with fixed sampling rate and threshold. _
At the same time, the system performance of the proposed (A.5)
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We assume thaf, (x) is known and the mean and variance ofjuence length of PN sequendg, threshold valued;, mean
n[k] can be estimated by some methods. The mean and variaotehannel noise.,,, and variance of channel noigg,. Be-
of n[k] can be expressed by the following equations accordicguseFz,(z) is a probability accumulation functiod;z,, (z)
to the definitions of mean and variance of a random variableis a monotonic increasing function af Therefore, it is easy

to verify that Pp is a monotonic decreasing function’tf and
a monotonic decreasing functiondf. Under the assumptions
thatly — N —tu, < 0andIs+N+tu, > 0, Pp isamonotonic
increasing function o5 and a monotonic decreasing function

o =Eulk]) = [ " afu(a)da (A6)
2 —Var(n = OowQ x)de — pl. .
02 =Var(n[k]) / e —idaT) o

Let us consider the condition whéfy, andG; are true. The
expression ofZ[k] in (8) can be reduced to expression in (9
under this condition. Becausdk + [] in (9) are the identical
independent distributions with mean, and variancer? and
P[k+I1] = £1, which are constant values, the mean and varian
of Z[k] can be expressed, respectively, as follows:

After similar procedures, the monotonic propertiesitf

Iso can be proved. Therefore, tRg and Pr in non-AWGN

hannel also have the properties shown in Table Il. Therefore,
the OTD algorithm can be applied to find the optimized
tChreshoId values for given estimated mean and variance of the
GRannel noise. The proposed architecture together with the
proposed ASTC algorithm can be applied to the non-AWGN

1 0 channel.
nz =E(Z[H) =N+ ¢ S P+
) I=—-SN+1 REFERENCES
=N+ 3 XS Xt X by =N +tp, (A.8) [1] N.H. E. Weste and K. EshraghiaRrinciples of CMOS VLS| Design —

0

1 No? (2]
of =Var(Z[W) = > Plk+10l= 5‘,’"
I=—SN+1
where the number one in PN sequerieig] is larger than the
number zero by. The value oft may be positive or negative. [4]
The value oft is usually near to zero for general PN sequence.
Assume that,, is the normalized distribution df [k], which is [5]
correlated taZ[k] by
_ (6]
z, = 2 =nz (A.10)
0z
It is easy to verify that the mean and varianceZgfis zero and  [7]
one, respectively. We assume that the probability density func-
tion and probability accumulation function &, are fz,(z) 8]
andF'z,(z). One part ofPp can be expressed as o]
Pr(Z[k] > Ty | H NG| =1 - Fp, <M> [10]
0z
—N—t¢ 11
-1 FZU T1 NN IL,LLn [ ]
So [12]

(A.11)

After similar manipulations, the probability of detection can bel13]
expressed as
[14]

1 T, — N —tu,
Pp=—|1=Fy, e I )
2 N
Son [15]
Ty + N + tu,
+Fyz, % (A.12) 6]
So,

After the manipulations above, the probability of detection hadm
been expressed as functions of over-sampling nunshese-
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