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Abstract

This article describes the UMTS all-IP approach for third-generation mobile systems,
with emphasis on the core network architecture. Following the introduction of
the core network nodes, we elaborate on application-level registration, circuit-
switched call origination, packet-switched call origination, and packet-switched call

termination.

ext-generation telecommunications networks

will provide global information access for users

with mobility, which is anticipated to be

achieved through integration of the Internet
and third-generation (3G) wireless communication. The Inter-
net provides ubiquitous connectivity for data communications,
and it has become the most important vehicle for global infor-
mation delivery. The flat-rate tariff structure and low entry
cost of the Internet environment encourage global use. Fur-
thermore, the recent introduction of 3G mobile systems has
driven the Internet into new markets that support mobile
users. As consumers become increasingly mobile, they will
demand wireless access to services available from the Internet.
The mobility, privacy, and immediacy offered by wireless
access commonly create new opportunities for Internet busi-
ness. Therefore, mobile networks are becoming a platform
that provides leading-edge Internet services.

An All IP Architecture

The 3G Partnership Project (3GPP) [1-3] proposed the Uni-
versal Mobile Telecommunication System (UMTS) all-IP archi-
tecture to integrate IP and wireless technologies. This
architecture evolved from the second-generation (2G) Global
System for Mobile Communications (GSM), General Packet
Radio Service (GPRS), UMTS Release 1999 (UMTS R99), and
UMTS Release 2000 (UMTS R00). UMTS Release 2000 has
been split up into Releases 4 and 5. Release 4 introduces a
next-generation network architecture for the circuit-switched
(CS) domain. Release 5 introduces the IP multimedia (IM)
subsystem on top of the packet-switched (PS) domain. The
evolution from UMTS R99 to all-IP network has the following
benefits. First, mobile networks will benefit directly not only
from existing Internet applications, but also from the huge
momentum behind the Internet in terms of development and
introduction of new services. Second, this evolution allows
telecommunications operators to deploy a common backbone
(e.g., IP) for all types of access, and thus greatly reduce capi-
tal and operating costs. Third, the new generation of applica-
tions will be developed in an all-IP environment, which
guarantees optimal synergy between the ever-growing mobile
world and Internet.

In this article we assume that the reader is familiar with
GSM, GPRS, and UMTS R99 terminology. For details of

these technologies the reader is referred to [4, 5, and refer-
ences therein]. In the UMTS all-IP network, Switching Sys-
tem No. 7 (SS7) transport will be replaced by IP, and the
common IP technology supports all services including multi-
media and voice services controlled by Session Initiation Pro-
tocol (SIP) [6]. In UMTS R99, the PS domain supports
packet-switched data services over the enhanced GPRS net-
work, and the CS domain mainly supports voice-based ser-
vices. On the other hand, the UMTS all-IP network supports
voice applications through the PS domain using SIP. Howev-
er, the CS domain call control mechanism in R99 may be
reused to support CS domain services for the UMTS all-IP
network. This article provides a tutorial on the UMTS all-IP
approach. Two options exist for the UMTS all-IP network.
Option 1 architecture supports PS domain multimedia and
data services. Option 2 architecture extends the option 1 net-
work by accommodating CS domain voice services over a
packet-switched core network.

Option 1 for All IP Architecture

The UMTS all-IP network architecture option 1 consists of
the following segments (Fig. 1).

The radio access network (RAN; Fig. 1a) can be a UMTS
Terrestrial Radio Access Network (UTRAN) or GSM Enhanced
Data Rates for Global Evolution (EDGE) radio access network
(GERAN). The UTRAN is basically the same as the R99 ver-
sion. Details on RANs are beyond the scope of this article;
more information can be found in [5, 7, 8].

The home subscriber server (HSS; Fig. 1b) is the master
database containing all 3G user-related subscription informa-
tion. The HSS consists of:

* The IM functionality (i.e., IM user database)

* The subset of the home location register (HLR) functionality
required by the PS domain (i.e., 3G GPRS HLR)

* The subset of the HLR functionality (i.e., 3G CS HLR) [5,

9] to support CS domain call handling entities
We briefly describe these functionalities later.

The GPRS network (Fig. 1c) consists of serving GPRS sup-
port nodes (SGSNs) and gateway GPRS support nodes
(GGSNs) that provide mobility management and Packet Data
Protocol (PDP) context activation services to mobile users [5].
An SGSN connects to the RAN, and a GGSN connects to the
external packet data network (PDN). The GPRS network
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m Figure 1. UMTS all-IP network architecture (option 1).

interfaces with a variety of RANs such as UTRAN and
EDGE. The Iu interface between UTRAN and SGSN is IP
based. Both the SGSN and GGSN communicate with 3G the
GPRS HLR through Gr and Gc interfaces, respectively. These
two interfaces are based on the Mobile Application Part
(MAP) [5, 10]. SGSN communicates with GGSN through the
Gn interface in the same network, and through the Gp inter-
face in different networks. GGSN interacts with an external
PDN through the Gi interface. Gn, Gp, and Gi are standard
GPRS interfaces and are described in [5, 11].

The IM subsystem (Fig. 1d) is located behind the GGSN.
In this subsystem, the call state control function (CSCF) is a
SIP server, which is responsible for call control. Other nodes
in the IM subsystem include the breakout gateway control
function (BGCF), media gateway control function (MGCF),
IM-media gateway function (IM-MGW), and transport signal-
ing gateway function (T-SGW). These nodes are typically
used in a voice over IP (VoIP) network [12, 13], and will be
elaborated on in subsequent sections. Most interfaces among
these nodes (i.e., Mc, Mg, Mh, Mm, Mr, and Ms) are IP-
based gateway control protocols. We briefly describe these
interfaces later.

The application and service network (Fig. 1e) supports flex-
ible services through a service platform. The all-IP network

architecture will provide a separation of service control from

call/connection control, and the applications are implemented

in dedicated application servers that host service-related
databases or libraries. As shown in Fig. le, 3GPP defines
three possible ways to provide flexible and global services.

* Direct SIP+! link between CSCF and SIP Application Serv-
er: This method will be used by mobile operators to provide
new multimedia SIP applications. The SIP application ser-
vices are either developed by the mobile operators or pur-
chased from trusted third parties.

* SIP+ link between CSCF and IM-service switching function
(IM-SSF) followed by customized application mobile enhanced
logic (CAMEL) application part (CAP) link between IM-SSF
and CAMEL service environment (CSE) [14]: This method
will be used by mobile operators to provide popular CAMEL
services (e.g., prepaid service) to the IM domain users. Note
that similar services for the CS domain have already been
provided via the CAMEL platform.

* SIP+ link between CSCF and open service architecture
(OSA) service capability server (SCS) followed by OSA link
between OSA SCS and OSA application server: This

1 SIP+ is SIP with extensions for service control to be defined later.

IEEE Network * September/October 2002



IuPS SGSN
(&
WU UTRAN R MGW [~
>, luCS (user) g
UE , ;
‘\\\ Mc :I
MSC
1uCS (control) N server bl

(& .
MGW ' Iegacy
B external
Nb AN Mc /
GMSC
"""""" server
Nc

PSTN

Service platform

m Figure 2. UMTS all-IP network architecture (option 2).

method will be used to give third parties controlled access

to the operator’s network and let third parties run their

own applications (in the third party application servers)
using the IM capabilities of the operator’s network.

The mobile terminals or user equipment (UE) are signifi-
cantly influenced by the Internet and content availability. The
contents for 3G services and applications need to scale to var-
ious display sizes of UEs, and also require interoperability to
ensure wide end-user acceptance. Thus, a large variety of UEs
targeted at different market segments will emerge. Multimode
and multiband UEs will be the first step in the transition from
2G to 3G. This migration phase means that initial service
quality may not be globally consistent [15]. In the UMTS all-
IP network architecture, the GGSN is considered the border
of the network toward the public IP network. The GGSN and
MGW together are the network border toward the public
switched telephone network (PSTN) and legacy mobile net-
works.

Option 2 for AlHP Architecture

All-IP network option 2, which supports R99 CS UEs, allows
the R99 CS and PS domains to evolve independently. The
UMTS all-IP network architecture option 2 is shown in Fig. 2.
Two control elements, the MSC and GMSC servers, are intro-
duced in option 2. The MSC servers and the HLR functionali-
ty in the HSS provide an evolution of R99 telephony services.
MAP is the signaling interface between the HSS and the MSC
server (GMSC server).

The R99 Iu interface separates transport of user data from
control signals. Evolving from this interface, the option 2
UTRAN accesses the core network via a CS-MGW (user
plane) separated from the MSC server (control plane).
UTRAN communicates with MSC server using the RAN
application part (RANAP) over the Iu interface. The [u inter-
face between UTRAN and CS-MGW is based on the Iu user
plane (UP) protocol [16]. Notice that there are one or more
CS-MGWs in the option 2 network. If more than one CS-
MGWs exist, they communicate through the Nb interface. In
our example, there are two CS-MGWs in the all-IP option 2
architecture (Fig. 2), one of which is connected to the PSTN
and the other to the UTRAN via the Ju-CS interface. These
two CS-MGWs are responsible for voice format conversion
between PS and CS networks.

The Partitioning of AIHP Architecture in Horizontal
Llayers

The all-IP network architecture can also be partitioned hori-

zontally into three layers (Fig. 3):

* The application and service layer consists of service nodes
(same as Fig. le).

* The network control layer is responsible for control signal-
ing delivery, which consists of MSC server, HSS, CSCF,
BGCF, MGCF, SGSN (control plane part), GGSN (control
plane part), and T-SGW. In this layer, CSCF, MGCF, MSC
server, and BGCF can serve as 3G call agents.

* The connectivity layer is a pure transport mechanism, capa-
ble of transporting any type of information via voice, data,
and multimedia streams. The layer includes MGW, SGSN
(user plane part), GGSN (user plane part), and MRF.

In UMTS all-IP option 1, the RAN (e.g., UTRAN) and
GPRS network together are called the bearer network. Through
the Gm interface (which includes radio, Iu, Gn, and Gi), the
bearer network provides bearers for signaling (control plane)
and data (user plane) exchange between the UE and the
CSCF/gateways. Signaling between the bearer network and the
PSTN is delivered through the CSCF, BGCF, MGCF, and T-
SGW. The user plane bearer is connected to the PSTN via an
MGW. The bearer network nodes (RAN, SGSN, and GGSN)
are not aware of the multimedia signaling between the UE and
the CSCF. However, the RAN may optimize the radio trans-
mission by supporting specific radio access bearers (RABs) for
individual flows of the multimedia user plane. These RABs are
requested by the UE at PDP context activation.

AlHP Network Core Network Nodes

This section describes the nodes in the network control and
connectivity layers. Among these network nodes, the GGSNs
and SGSNs are basically the same as in R99 [4]. In all-IP net-
work option 2, the MSC server controls CS services, and the
SGSN controls PS bearer services. In the connectivity layer,
the MGW uses open interfaces to connect different types of
nodes. Just like the MSC structure in Fig. 3, the SGSN server
handles control layer functions for PS domain communication.
The media gateway provides user plane data transmission in
the connectivity layer.

10
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Call State Control Function

The CSCF communicates with the HSS for loca-
tion information exchange and handles control
layer functions related to application-level registra-
tion and SIP-based multimedia sessions. Through
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the Mm interface, the CSCF processes call requests

from other VoIP call control servers or terminals

in multimedia IP networks. The CSCF consists of
the following logical components.

* The incoming call gateway (ICGW) communi-
cates with the HSS to perform routing of
incoming calls. The ICGW may trigger incom-
ing call service (for call screening or call for-

warding) and query address handling through layer

the address handling component.

* The call control function (CCF) is responsible
for call setup and call event report for billing
and auditing. It receives and processes applica-
tion level registration, provides service trigger
mechanism (service capabilities features; toward
application and service networks, and may
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invoke location-based services related to the

serving network. It also checks whether the

requested outgoing communication is allowed
given the current subscription. The CCF interacts with the

MREF through the Mr interface to support multiparty and

other services (e.g., tones and announcements).

* The serving profile database (SPD) interacts with the HSS
in the home network to receive profile information for the
all-IP network and may store them depending on the service
level agreement (SLA) with the home network. The SPD
notifies the home network of initial user’s access (includes,
e.g., CSCF signaling transport address).

* Address handling (AH) analyzes and translates addresses. It
supports address portability and alias address mapping
(e.g., mapping between E.164 number and transport
address). It may perform temporary address handling for
internetwork routing.

There are three kinds of CSCFs: interrogating, proxy, and
serving. The interrogating CSCF (I-CSCF) determines how to
route mobile terminated calls to the destination UE. That is,
the I-CSCEF is the contact point for the home network of the
destination UE, which may be used to hide the configuration,
capacity, and topology of the home network from the outside
world. When a UE attaches to the network and performs PDP
context activation, a proxy CSCF (P-CSCF) is assigned to the
UE. The P-CSCF contains limited CSCF function (i.e., address
translation functions) to forward the request to the I-CSCF at
the home network. Authorization for bearer resources in a net-
work is performed by a P-CSCF within that network. By exer-
cising the application-level registration described later, a serving
CSCF (S-CSCF) is assigned to serve the UE. Through the Gm
interface, this S-CSCF supports the signaling interactions with
the UE for call setup and supplementary services control (e.g.,
service request and authentication). The S-CSCF provides SPD
and AH functionality to the UE. Details of proxy, interrogating,
and serving CSCFs are provided later.

Home Subscriber Server

The home subscriber server (HSS) keeps a master list of fea-
tures and services (i.e., user profile information including user
identities, subscribed services, numbering, and addressing
information) associated with a user, and maintains the loca-
tion of the user. The HSS provides the HLR functionality
required by the PS and CS domains, and the IM functionality
required by the IM subsystem to support the network entities
(e.g., SGSN, GGSN, MSC server, and CSCF) actually han-

m Figure 3. The orizontal structure of a UMTS all-IP network.

dling calls. In other words, the HSS serves the following func-
tionalities.

MAP termination. The HSS provides the HLR functionality
to support an all-IP network. It stores mobility management
and intersystem location information. Like the R99 HLR, the
HSS communicates with the SGSN/GGSN in the PS domain
and the GMSC/MSC server in the CS domain through inter-
faces Gr/Gc and C/D, respectively. Unlike the R99 HLR,
these interfaces for the HSS are MAP transported over IP.

Addressing protocol termination. The HSS provides logi-
cal-name-to-transport-address translation for answering
Domain Name Server (DNS) queries.

Authentication and authorization protocol termination.
The HSS may also generate, store, and manage security data
and policies used in the IM subsystem. CSCF-UE security
parameters are sent from the HSS to the CSCF, which allow
the CSCF and UE to communicate securely. The HSS stores
the all-IP network service profiles and service mobility or S-
CSCF-related information for the UE. The HSS also provides
the S-CSCF with the service parameters (e.g., supplementary
service parameters, application server address, triggers) of
UE. The HSS communicates with a CSCF using Cx that can
be implemented via MAP.

Other Network Nodes

This subsection describes the BGCF, MGCF, MSC server,
and T-SGW in the network control layer, and MRF and
MGW in the connectivity layer.

The breakout gateway control function (BGCF) is responsi-
ble for selecting an appropriate PSTN breakout point based on
the received SIP request from the S-CSCF. If the BGCF deter-
mines that a breakout is to occur in the same network, the
BGCEF selects an MGCEF that is responsible for interworking
with the PSTN. If the breakout is in another network, depend-
ing on the configuration, the BGCF forwards this SIP request
to another BGCF or an MGCEF in the selected network.

The media gateway control function (MGCF) is the same
as the MGC in a VoIP network [12], which controls the con-
nection for media channels in an MGW. The MGCF commu-
nicates with CSCF through SIP over the Mg interface. 1t
selects an appropriate CSCF, depending on the routing num-
ber for incoming calls from the legacy networks. The MGCF
should support different call models.
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m Figure 4. Application-level registration.

The MSC (GMSC) server supports the MGC protocol to
handle control layer functions related to CS domain services
at the borders between the RAN and the UMTS all-IP core
network, and between the PSTN and the UMTS all-IP core
network. It comprises the call control and mobility control
parts of UMTS R99 MSC (GMSC). An MSC (GMSC) server
and associated MGW can be implemented as a single node
that is equivalent to an R99 MSC (GMSC). For call setup, the
GMSC server communicates with the MSC server through the
ISDN User Part (ISUP) protocol [5] in the Nc interface.

The transport signaling gateway function (T-SGW) serves
as the PSTN signaling termination point and provides the
PSTN/legacy mobile network to IP transport level address
mapping, which maps call-related signaling from/to the PSTN
on an IP bearer and sends it to/from the MGCF or GMSC
server. The T-SGW does not interpret the messages in the
MAP or ISUP layer.

The media resource function (MRF) performs functions
such as multiparty call, multimedia conferencing, and tone and
announcement. Through the Mr interface, the MRF communi-
cates with the S-CSCF for service validation of multiparty/
multimedia sessions.

The media gateway function (MGW) provides user plane
data transport in the UMTS core network. The MGW ter-
minates bearer channels from the PSTN/legacy mobile net-
works and media streams from a packet network (e.g.,
Real-Time Transport Protocol, RTP [17], streams in an IP
network). The implementation of a UMTS MGW should be
consistent with existing/ongoing industry protocols/inter-
faces. Through the Mc interface (fully compliant with
H.248), the MGW interacts with the MGCF, MSC server,
and GMSC server (Figs. 1 and 2) for resource control. Two

interface. The MGW provides flexible

connection handling that supports dif-

ferent call models and media processing
through different Iu options for CS services (AAL2/ATM-
based as well as RTP/UDP/IP-based). Media processing
includes media conversion, bearer control, and payload pro-
cessing (e.g., codec, echo canceller, and conference bridge).
The MGW bearer control and payload processing capabilities
will also need to support mobile-specific functions such as
serving radio network system relocation/handoff and anchor-
ing [17].

Registration and Call Control

In an all-IP network, the bearer network mobility manage-
ment (for both CS and PS domains) follows UMTS R99 [17].
Specifically, mobility management procedures in the all-IP CS
and PS domains are based on the location area identifier (LAI)
and routing area identifier (RAI), respectively. A mechanism to
convert the formats of identities among all-IP networks, R99,
and 2G is needed. This section describes the application-level
registration, CS and PS call originations, and PS call termina-
tion. For PS call origination and termination, we consider the
scenarios where one party is the UE and the other is in the
PSTN. The call agents involved in these scenarios include an
S-CSCF (for the UE) and an MGCF (for the party in the
PSTN). SIP is the signaling protocol for multimedia session
setup, modification, and teardown. Although SIP can be used
with any transport protocol, the media is normally delivered
by RTP. RTP is a transport protocol on top of UDP that
detects packet loss and ensures ordered delivery. An RTP
packet also indicates the packet sampling time from the
source media stream. The destination application can use this
timestamp to calculate delay and jitter.

Application-level Registration

UE P-CSCF I-CSCF HSS

1. SIP register

"] 2. sIP register

|

. Cx query

. Cx query resp

. Cx-select-pull

. Cx-select-pull resp

vAr | rAW| W

. SIP register

In an all-IP network, UE conducts two
types of registration. In bearer-level reg-
istration, the UE registers with the
GPRS network following the standard
UMTS routing area update or attach
procedures [5]. After bearer-level reg-
istration, the UE can activate PDP
contexts in the GPRS network. Bearer-
level registration and authentication
are required to support GPRS-based
services. To offer IM services, applica-
tion-level registration must be per-

S-CSCF

6. Cx-put

Y

formed in the IM subsystem after

‘6. Cx-put resp

bearer-level registration. In applica-
tion-level registration, an S-CSCF is

7. Cx-pull

assigned to the UE. Specifically, the

7. Cx-pull resp

HSS interacts with the I-CSCF to

A4

8. SIP 200 OK

determine the S-CSCF. This action is

SIP 200 OK <9 SIP 200 OK «

9.

referred to as CSCF selection [18].
Before application-level registration
can be initiated, the UE must have per-

m Figure 5. The message flow for application-level registration.

formed bearer-level registration to obtain
an IP address and discover the P-CSCF.
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P-CSCEF discovery can be achieved, for example,
through Dynamic Host Configuration Protocol
(DHCP), which provides to the UE the domain
name of the P-CSCF and the address of a DNS that
can resolve the P-CSCF name. The UE stores the P-
CSCEF address to be used for mobile-originated sig-
naling. The application-level registration procedure
is described in the following steps (Figs. 4 and 5).
Step 1: The UE sends the SIP REG STER message

s

olf

isc server B
0.
(1)

to the P-CSCF through the UTRAN, SGSN, and
GGSN. The request includes the home domain name
of the UE. In SIP, REG STER s issued by a client (UE
in our example) to the server (UMTS network) with an address
at which the client can be reached for a SIP session.

Step 2: Based on the home domain name, the P-CSCF per-
forms address translation (through a DNS-based mechanism)
to find the I-CSCF address. Then it proxies the REG STER
message to the I-CSCF at the home network. Note that there
may be multiple I-CSCFs within an operator’s network.

Step 3: Based on the subscriber identity received from the
P-CSCF and the home domain name, the I-CSCF determines
the HSS address. Note that if there are more than one HSSs
in the home network, the I-CSCF needs to query the subscrip-
tion location function (SLF) to find the HSS address.

The I-CSCF sends the Cx- Query message to the HSS. The
HSS checks if the subscriber has been registered. Then it
returns the Cx- Query Resp message to the I-CSCF. By the
end of this step, the user has been authenticated.

Step 4: The I-CSCF sends the Cx- Sel ect - Pul | message
to the HSS to obtain the required S-CSCF capability informa-
tion (supported service set and protocol version number).
Based on the service network indication and subscriber identi-
ty provided by the I-CSCEF, the location service of the HSS
returns the required S-CSCF capabilities through the Cx-
Sel ect - Pul | - Resp message.

Based on the information provided by the HSS, the I-CSCF
selects the name of an appropriate S-CSCF. This S-CSCF
must be in the home network.

Step 5: The I-CSCF sends the REA@ STER request to the S-
CSCF. The request includes the HSS name as a parameter.

Step 6: Using Cx- Put , the S-CSCF sends its name and the
subscriber identity to the HSS, which will be used by the HSS
to route mobile terminated calls to the S-CSCF. The HSS
replies the acknowledgment message Cx- Put Resp.

Step 7: The S-CSCF obtains the sub-

m Figure 6. CS call origination.

I-CSCEF returns the home contact name (either the I-CSCF or
the S-CSCF address) to the P-CSCF. The P-CSCF stores the
home contact name, and forwards the SI P OK message to the
UE indicating that registration was successful.

Notice that if the registration information expires or the
registration status changes, the UE initiates re-registration. The
re-registration procedure is basically the same as the registra-
tion procedure described above except that:

* In step 3, the HSS determines that the user is currently reg-
istered, and the S-CSCF name is sent back to the I-CSCF
directly. Thus, step 4 can be omitted.

» Steps 6 and 7 may be skipped if the S-CSCF detects that
this procedure is for re-registration.

* In step 8, the S-CSCF only sends the home contact name to the
I-CSCF. The S-CSCF address need not be sent to the I-CSCF.

If the UE roams to a new network or is turned off, applica-

tion-level deregistration is performed. Details of this proce-

dure can be found in [18].

CS Mobile Call Origination

CS mobile call origination is similar to that in UMTS R99,
which does not involve CSCFs and the HSS. Before CS call
origination, the UE is already attached to the UMTS CS
domain, and has registered to the VLR of an MSC server.
The CS call origination message flow is described as follows
(Figs. 6 and 7).

Step 1: The call request from the UE is forwarded to the
MSC server through the UTRAN. The VLR function of the
MSC server performs originating service control through the
support of the CSE. Assume that the request is accepted.

Step 2: Based on the location of the UE, the MSC server
selects the first media gateway, MGW1, that connects to the

scriber data from the HSS through the Cx-
Pull and Cx-Pull-Resp exchange. The
subscriber data are stored in the S-CSCF,
including supplementary service parame-

UE
1. CS call req

ters, application server address, triggers,
and so on.

Step 8: The S-CSCF determines if the
home contact name is the S-CSCF name
or the I-CSCF name. If the contact name
is for the S-CSCF, the P-CSCF can access
the S-CSCF directly, and the internal con-
figuration of the home network is known
to the outside world. If the contact name
is for the I-CSCF, the P-CSCF can only
access the S-CSCF indirectly through the
I-CSCF. In this case the home network
configuration is hidden.

The S-CSCF sends its address and the
home contact name to the I-CSCF
through a SI P K response message (the
SIP status code is 200).

1.

MSC server

CSE MGW1 MGW2 T-SGW PSTN

CS call req

CS call resy
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. H.248 create connection

req

H.248 create connectior| resp
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H.248 create connection req

A 4

H.248 create connectior| resp
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IP based ISUP signaling

\ 4

5. PSTN ISUP signaling
|-
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-«

>

Step 9: With the SI P OK message, the

m Figure 7. The message flow for CS call origination.
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m Figure 8. PS call origination: a) steps 1-7; b) steps 8-11; c) steps 12-16.

UE through the UTRAN. This MGW is responsible for
QoS provisioning and conversion between the ATM and IP
protocols.

Step 3: Assume that the called party is in the PSTN. The
MSC server selects the second media gateway MGW?2 that
serves as the termination to the PSTN. Note that this second
media gateway can be MGW!1 itself. Signaling based on proto-
cols such as H.248 [19] is performed to reserve the MGW2
resources, that is, the ports to MGW1 and the ports to the
PSTN.

Steps 4 and 5: The MSC server and the PSTN exchange the
ISUP call setup messages through the T-SGW.

When the call setup procedure is complete, the voice
stream is UE <> UTRAN & MGW1 & MGW2 < PSTN
(see path (6) in Fig. 6).

PS Mobile Call Origination

Before PS (IM subsystem) call origination, the UE was
already attached to the UMTS PS domain, and application-
level registration was performed so that an S-CSCF was
assigned to the UE (i.e., the user profile has been fetched
from the HSS and stored in the S-CSCF). Assume that the
UE is in a visited network. The PS mobile call origination to
the PSTN is described as follows (Figs. 8 and 9).

Step 1: The UE sends a SI P | NVI TE request to the P-
CSCF. The P-CSCF and UE must be located in the same net-
work. The | NVI TE message is used to initiate a SIP media
session with an initial Session Description Protocol (SDP). The
SDP provides session information (e.g., RTP payload type,
addresses, and ports) to potential session participants.

14
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m Figure 9. The message flow for Ps call origination.

Step 2: The P-CSCF resolves the UE’s home network
address (suppose that it is the I-CSCF name stored in step 9,
“Application-Level Registration” section), and forwards the
I NV TE message to the I-CSCF.

Step 3: The I-CSCF provides ICGW and AH functionality,
and interrogates the location service of the HSS through the
Cx- Locat i on- Query and Resp message exchange to obtain
the S-CSCF signaling transport parameters.

Step 4: The I-CSCF relays the | NVI TE message to the S-
CSCF through the Mw interface. The S-CSCF will act as a
host to the call control logic. It validates the service profile of
the subscriber, and may contact the service platform to per-
form origination service control.

Step 5: The S-CSCF translates the destination address and

determines that the call will break out to the PSTN. It there-
fore forwards the | NVl TE message to the BGCF in the home
network. If the MGW is in the home network, the BGCF
sends the | NVI TE message to the MGCF in the home net-
work. In the case where the MGW is in the visited network,
there are two possibilities. The BGCF may forward the
I N\VI TE message to the visited BGCF (which then selects an
MGCEF in the visited network for this call setup). Alternative-
ly, the BGCF may directly forward the | NVl TE message to the
MGCEF in the visited network, as in this example.

Step 6: By using the H.248 protocol, the MGCF determines
the MGW capabilities and allocates the MGW ports for the
call connection.

Step 7: The MGCF returns the 183 SESSION | N
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m Figure 10. PS call termination: a) steps 1-6; b) steps 7-9; c) steps 10-13.

PROCGRESS message to the P-CSCF. This message contains the
SDP that indicates the media stream capabilities of the called
party. The P-CSCF authorizes the required resources for this
session and forwards the 183 SESSI ON | N PROGRESS (with
SDP) message to the UE through the signaling path estab-
lished by the | NVl TE message.

Step 8: The UE determines the final set of media streams,
and sends the final SDP to the MGCF through the PRACK
(provisional acknowledgment) message.

Step 9: The MGCEF issues the H.248 command that instructs
the MGW to reserve the required resources for the media
streams.

Step 10: After Step 8, the UE reserves the resources for
this session through the PDP context activation procedure. It
then sends the Resour ce Reservation Successful mes-
sage to the MGCF.

Step 11: The MGCF sends an IP 1AM (Initial
Address Message) to the T-SGW. The T-SGW translates
the | P | AMmessage into the SS7 | AMmessage and forwards
it to the PSTN. The | AMrequests the PSTN to set up the
PSTN call path toward the called party.

Step 12: The PSTN establishes the call path, alerts the
called party, and returns the SS7 Addr ess Conpl ete Mes-
sage (ACM) to the T-SGW. This message is translated into
the | P ACMmessage and is forwarded to the MGCF. The
MGCEF sends the ring back message (SI P R ngi ng with sta-
tus code 180) to the UE. The ACM indicates that the path to
the destination has been established.

Step 13: When the called party answers, the PSTN sends
the SS7 ANM (Answer Message) to the T-SGW. The SGW
translates the message into the | P ANMmessage and forwards
it to the MGCF.

16

IEEE Network * September/October 2002



PSTN/ MGW MGCF I-CSCF HSS S-CSCF Service P-CSCF UE
T-SGW platform
1. 1AM
P
2. H.248 interaction to
create connection
e 4. Cx-location-query
—>
4. Cx-location-query resp
5. SIP invite
ol
5. Service control
5. SIP invite > 5. SIP invite
6. SDP 6. SDP
. <—
6. SDP 2 SDP <
e
7. Final SDP i
e e il p| 7- Final SDP _
8. H.248 interaction to 7 Final SDP
modify connection to
reserve resources
7. Resource
9. Success 9.5 reservation
. Success
P> 9 Success p| 9. Success
10. SIP ringi 10. SIP ringing
o 10. SIP ringing < : ringing
10. ACM 10. SIP ringing (& T S 11.200 OK
< <t
11. Service control
11. 200 OK
11.200 OK -
11. ANM «——
]
12. H.248 interaction to
modify connection to
start media flow
L2 Sll7 el 13. SIP ACK 13. SIP ACK
> ' p| 13. SIP ACK

m Figure 11. The message flow for PS call termination.

Step 14: The MGCEF instructs the MGW to make the bidi- lished for SIP signaling message delivery. We assume that the

rectional connection using the H.248 protocol. UE is in the home network. The call termination procedure is
Step 15: After Step 13, the MGCF sends the SIP OK given in the following steps (Figs. 10 and 11).
response to the S-CSCF. The S-CSCF may perform service Step 1: The originating switch of the PSTN uses | AMto ini-

control for the call. It then forwards the SIP OK to the UE tiate a call. That is, the PSTN sends the SS7 | AMto the T-
through the P-CSCF (which approves usage of the reserved SGW. The T-SGW sends the | P | AMmessage to the MGCF
resources). The UE starts the media flow for this session. in the home network.

Step 16: The UE forwards the final SI P ACK message to Step 2: Using the H.248 protocol, the MGCF communi-
the MGCF (through P-CSCF, I-CSCF, and S-CSCF). In SIP, cates with the MGW to reserve the resources (MGW ports)
if the client (i.e., the UE in our example) issuing the | N\VI TE for user plane media streams. Note that the selection of the

has received a final response, the client will reply an ACK. MGW and determination of the most optimal routing toward
Although several nodes are visited in call setup signaling, this MGW are open issues.
the shortest path is established for user plane media stream Step 3: The MGCEF translates the destination address and

(i.e., UE § UTRAN < SGSN <> GGSN < MGW « PSTN). determines that the called party is in the home network in our
example. The MGCF sends the SI P | NV TE request (includ-

PS Mobile Call Termination ing the initial SDP) to the I-CSCF.

Before PS mobile call termination, the UE was already Step 4: The I-CSCF exchanges the Cx- Locat i on- Query
attached to the UMTS PS domain, and has completed appli- and Cx- Locat i on- Quer y- Resp message pair with the HSS
cation-level registration. The PDP context has been estab- to obtain the location information of the called party.
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Step 5: The I-CSCF sends the | NVI TE message to the UE
through S-CSCF, P-CSCF, GGSN, SGSN, and UTRAN. In
this signaling flow, the S-CSCF validates the service profile,
and may contact the service platform to perform termination
service control.

Step 6: The | NVl TE message received by the UE indicates
the requested media flows. Based on this information, the UE
determines the resources to be allocated for the media
streams. The UE then sends the 183 SESSI ON | N PROGRESS
with SDP to the MGCF through the UTRAN, SGSN, GGSN,
P-CSCF, and S-CSCF. The SDP information indicates the
UE’s media stream capabilities. Since different types of UE
may support different media types, the UE capabilities have
impact on the SDP description. In this signaling flow (which
was established by the | NVI TE message in steps 3 and 5), the
P-CSCF authorizes the necessary resources for this session.

Step 7: Based on theUE’s capabilities, the MGCF deter-
mines the allocated media streams for this session, and sends
the final SDP response to the UE. The UE initiates resource
reservation for this session through the PDP context activa-
tion procedure [5, 11].

Step 8: After the MGCF sends the SDP in step 7, it
instructs the MGW to reserve the resources for the session.

Step 9: The MGCF may perform service control as appro-
priate, and sends the Resour ce Reservati on Successful
message to the UE. If the UE has completed resource reser-
vation in step 7, it alerts the subscriber (called person).

Step 10: The UE sends the SI P Ri ngi ng message (SIP
response message with status code 180) to the MGCF. The
MGCEF sends the | P ACMmessage to the T-SGW, and the T-
SGW sends the SS7 ACMto the PSTN. At this point, the PSTN
knows that the call path toward the UE has been established.

Step 11: When the called person of the UE answers, the
final SI P OK response is sent from the UE to the MGCF
through the P-CSCF and S-CSCF. The UE starts the media
flow for this session. In this signaling flow, the P-CSCF indi-
cates that the reserved resources should be committed, and the
S-CSCF may perform service control as appropriate. When the
MGCEF receives the SI P K, it sends the | P ANMto the T-
SGW, and the T-SGW sends the SS7 ANMto the PSTN.

Step 12: The MGCEF sends H.248 command to the MGW,
which instructs the MGW to make a bidirectional connection
to the GGSN and the PSTN node.

Step 13: The MGCEF then returns the SI P ACK message to
the UE.

The user plane media streams are connected between the UE
and the PSTN through path UE <> UTRAN < SGSN «
GGSN <& MGW « PSTN.

Efficiency of IP Packet Delivery

To support the UMTS all-IP network, IP packets must be
delivered efficiently in the radio access bearer. Specifically,
the UTRAN should meet the objectives of spectral efficiency
and error robustness. Radio spectrum efficiency is significant-
ly affected by IP packet overhead. The sizes of the combined
packet (IP/UDP/RTP) headers are at least 40 bytes for IPv4
and at least 60 bytes for IPv6. Furthermore, the header part
will require more error protection than the payload. If no
error concealment or mitigation can be applied to a header,
the header is lost, and the corresponding packet must be dis-
carded.

For applications such as VoIP, the voice payload is typical-
ly shorter than the packet header. Packing more speech
frames into one packet will reduce the relative overhead.
However, the voice delay is increased, and thus voice quality
is degraded. A more appropriate solution is to utilize header

adaptation techniques that reduce the size of the header

before radio transmission. Reduction of header size is

achieved in two ways:

YHeader compression removes redundancy in the originally
coded header information. In the UMTS all-IP network,
header compression schemes must be developed based on the
radio link reliability characteristics (i.e., high error rates and
long round-trip times). Such schemes may be able to compress
the packet headers down to 2 bytes [1]. To exercise header
compression between the UE and the network, each main-
tains a consistent compressor and decompressor. Initially,
uncompressed headers are transmitted. For subsequent pack-
ets, compressed headers (the “differences” from previous
headers) are delivered over the air. The decompressor uses
the received compressed information and knowledge of previ-
ous headers to reconstruct the next headers. Header compres-
sion should be efficient (the average header size is minimized),
robust (no packet is lost due to header compression), and reli-
able (the decompressed header is identical to the header
before compression) [20]. A major disadvantage of this tech-
nique is that compressed headers have variable sizes, which
introduces extra overhead for end-to-end security (IPsec) and
bandwidth management. Note that the header compression
mechanism is typically implemented in the UTRAN.

YHeader stripping removes header field information. Packet
headers are stripped before radio transmission and regenerat-
ed at the receiving end. Essentially only the payload is trans-
mitted, but some additional header-related information needs
to be transmitted to enable header regeneration. The degree
of header transparency depends on the amount of transmitted
header-related information. No header error protection is
needed when header information is completely removed.
When the payload is of constant size, the bandwidth manage-
ment issue can be simplified since the payloads can be carried
on a constant bit rate channel. This approach also mitigates
QoS issues such as delay and jitter. Notice that the header
stripping approach is typically adopted in the GERAN.

In selecting the header reduction solution, one should consid-
er the impact on transparency and robustness to errors. Three
approaches are considered for user plane adaptation (UPA):

* Full opacity (no adaptation): The original packet header is
sent over the air to achieve full transparency. The UPA
supports IPsec on an end-to-end basis. High overhead of
the header results in very poor spectrum efficiency.

* Payload opacity (header adaptation only): The header is
compressed or stripped. The UPA understands the header
structure but not the payload.

* No opacity (full adaptation): The UPA knows the structure
of the headers and the payload. A header can be com-
pressed or stripped. Payload transmission is optimized by
techniques such as unequal bit protection. Channel and
error coding are optimized for the payload structure.

To support VoIP, we may use header compression with equal

bit protection in the payload.

Summary

This article describes the UMTS all-IP approach for 3G
mobile systems. Our discussion focuses on the core network
architecture. We first describe the core network nodes, then
elaborate on application-level registration, circuit-switched
call origination, packet-switched call origination, and packet-
switched call termination.

UMTS should guarantee end-to-end QoS and radio spec-
trum efficiency. To provide the expected QoS across domains,
operators must agree on the deployment of common IP proto-
cols. The common IP protocols impact roaming (i.e., the
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interfaces between core networks) and the communications
between terminals and networks in order to support end-to-
end QoS and achieve maximum interoperability. QoS signal-
ing and resource allocation schemes should be independent of
the call control protocols, and the details can be found in [5,
18, 21]. To support radio spectrum efficiency, IP header com-
pression or stripping is required, as discussed earlier.

As a final remark, we address some of the business issues
for UMTS based on the materials provided in [15, 22, 23].
The wireless Internet services offered by UMTS (e.g., loca-
tion-based services) will influence people’s lifestyles, and can
be expected to create new telecommunications paradigms,
enable new technologies, and spur future demand. It is clear
that we cannot directly apply the fixed Internet model to wire-
less Internet. The model of “almost-free” fixed Internet access
should be re-investigated. Wireless Internet needs a new
model so that end users will be willing to pay for secure con-
venient wireless data services. Accurate customer segmenta-
tion, customer value, and availability of services at the right
price will be key factors to success. Specifically, prices should
be pitched at affordable levels for the target segments. Prof-
itability will be strongly dependent on packaging of applica-
tions and presentation of content based on the characteristics
of people in different regions of the world with their cultural
variety and particular needs.

Another drive for customers to use 3G services is trans-
parency of charging that allows better cost control via easy-to-
use interfaces. There must be a strong link between
user-perceived QoS and charging. QoS support across multiple
networks will require new forms of commercial agreements
between operators, which will be radically different from the
traditional peer-to-peer agreements from the Internet world or
the roaming agreements known from the 2G mobile world.
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