Nonlinear
Analysis

PERGAMON Nonlinear Analysis 50 (2002) 275283 _
www.elsevier.com/locate/na

Solutions of semilinear elliptic equations with
asymptotic linear nonlinearity™

Cheng-Hsiung Hsu® *, Yi-Wen Shih®

2 Department of Mathematics, National Central University, Chung-Li 320, Taiwan, ROC
b Department of Applied Mathematics, National Chiao-Tung University, Hsin-Chu 300, Taiwan, ROC

Received 5 January 1999; accepted 15 September 2000

Keywords: Hopf lemma; Perturbation lemma; Variation method of Nehari-type; Minimal
solution

1. Introduction

In this paper, we study the existence, uniqueness, and asymptotic behavior of positive
solutions of the semilinear elliptic equations with asymptotic linear nonlinearity as
follows:

Au+ 2/ (u—b)2+e=0 in Q,

u=0 on 0Q, (1)

where Q is a bounded C>* domain in R”, and 1,¢ and b are positive real numbers.
The solutions structure of (1) is quite different when ¢ is equal to zero or not. When
¢ is equal to zero or a nonzero real number but small enough, there are some results
of solutions structure of (1) in [1,9]. Here we extend these results to the case when ¢
is an arbitrary positive real number.

For convenience, we denote f, =+/(u — b)? + ¢ and the main results are as follows:

Theorem 1. Suppose & > 0, then there exists exactly one solution u,(-,&) of (1) for
all 2.€(0,41). Here A is the first eigenvalue of —A in Q with Dirichlet boundary
condition.
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The solutions obtained in Theorem 1 are the minimal solutions of (1) and can be
proved by monotone iteration method easily. It is quite natural to ask the existence of
solutions of (1) when 4 is larger than A,. However, since the nonlinearity is asymptotic
linear, it is difficult to apply Mountain—Pass Lemma to show the existence of solutions
of (1). Therefore, due to the linecar growth of f, we need to carefully estimate the
energy levels in order to use the variation method of Nehari-type to prove the existence
of solutions, see [8]. The result is as follows:

Theorem 2. For any ¢ > 0, there exists 2*(¢) > Ay such that if A€ (A,1%(¢)), then
(1) has at least two solutions.

The result in Theorem 2 can be obtained by using the blow up method to study the
asymptotic behavior of the solutions. However, the global structure of the solutions of
(1) is still open.

The paper is organized as follows. In Section 2, we show the existence of non-minimal
solution of (1) when ¢ is small enough. In Section 3, we study the uniqueness and
asymptotic behavior of solutions of (1). Applying the results of Sections 2 and 3, we
prove the main theorems in Section 4.

2. Existence of non-minimal solutions

In this section, we will firstly use the perturbation method to show the existence of
minimal solution of (1). The key lemma is as follows:

Lemma 1 (Perturbation Lemma). Let u, be a minimal solution of (1). Consider

Au+ 2f(u)+h(u)=0 in Q,

u=0 on 0Q, (2)
where h€ C'(R',R") and J.f;(-)+ h(-) > 0 in [0,00). Then there exists 6 = 5(u,) > 0
such that for ||h||eo < 0, (2) has a minimal solution.
Proof. Let w and v be the solutions of

Aw=—1 1in Q,

w=0 on 0Q 3)
and

Av+ Af (u)v=—pv in Q,

v=0 on 09, 4)

respectively, where u > 0 is the first eigenvalue and ||v||~ = 1.
Define i =u, + tv + sw, where ¢ and s are positive real numbers. By using
the mean-value theorem, there exists u, <ug <u, + tv + sw and u, < uy < up
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such that
AT+ 2 £(@) + h(i)
= — Jfo(uy) — Atf (us)o — tuo — s + Afi(ug + to + sw) + h(u)

=21 (up)(tv + sw) — Atf (us)v — tuv — s + h(u)

=t (_21;1 + AL (up) — jg’(us))> + (_;tuv + )vswfg’(uo)> — 5+ h(u)

= (Zl,u + AL (ug W ug — u5)> + (;t,uv + /'tsw_/ﬂ’(ug)> —s+h@). (5)

Since /" is bounded and ||up — u;||oc < ||tV +5W||s, the first term in (5) is negative

when s and ¢ are small enough. By the Boundary Hopf Lemma, see [4], the second

term in (5) is also negative if s is smaller than ¢ and small enough. Therefore, take

0=s>0 and let ||A(i1)||cc < I, the right-hand side in (5) is negative. Hence # is a

supersolution of (2). It is obvious that 0 is a subsolution of (2). By monotone iteration
method, we obtain a minimal solution of (2). The proof is complete. [

In Lemma 1, we had assumed the existence of minimal solution of (1). It is easy
to check that (1) has a minimal solution when ¢=0, i.e. fo(u)=|u — b|, since 0 and
b are subsolution and supersolution, respectively. In addition, by Lemma 1, we have
the following theorem.

Theorem 3. There exists ¢y > 0, such that for any ¢ €(0,&) there exists A*(g) > 4
such that if 2.€(0,2%(¢)), (1) has a minimal solution.
Proof. We may rewrite the Eq. (1) as

Au+ 2 fo + h(u)=0,

where h(u)=A(f; — fo). Since A(f; — fo) < Av/¢, and by Lemma 1, there exists gy > 0
such that when 0 < ¢ < gy, the equations

Au+ (fo(u) +e)=0 in Q,
u=0 on 0Q, (6)
have a minimal solution which is also a supersolution of (1). Since 0 is a subsolution

of (1), the result follows. [

From Theorem 3, we show the existence of minimal solution of (1) when A is
smaller than A*. It is natural to study the existence of non-minimal solution of (1)
when 4 < A*. The result is as follows:

Theorem 4. If ¢ is small enough and if 1, < A < 2*(¢), then (1) has a non-minimal
solution, where Ay is the first eigenvalue of —A in Q with Dirichlet boundary condition.
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Proof. We shall prove the theorem by variation method of Nehari-type. By Theorem 3,
let u;(-,¢) be a minimal solution of (1). If (1) has a non-minimal solution u, say
u=w+u,; and w > 0, then w satisfies

Aw 4+ A(fiw+uy) — fo(u;))=0 in Q,

w=0 on 0Q. (7)
For convenience, let
o) = fw +) = £ and Gew) = [ gtro)de (8)
0

then w satisfies
Aw + Ag(x,w)=0 in Q,
w=0 on 0Q.

Define

()= /Q SIVwp - /Q 3G (e w),

I;V(W):/Q |Vw|272/g wy(x, w),

M;={weH;: I;(w)=0}.
Since f; is convex and w > 0, the function g(x,w) in (8) is convex in w such that
g(x,w)zg(x,w) - g(xao) < g’(x,w)w. (9)
By integrating (9) with respect to w, we have 2G(x,w) < g(x, w)w. Therefore, on M,

JH(w)= % [/Q wg(x,w) — 2G(x,w)] =0,

i.e. J;(w) is bounded below. Now, if we can show that M; () for 1 > A, then by the
Nehari method, see [6], we can obtain a non-minimal solution of (1).

To prove that M; #, let ¢ be the first eigenfunction of —A4 in Q with Dirichlet
boundary condition and [, ¢7=1. If 4; < 4, then

and

L(ty) = WP — 4 /Q 190 1)

_ 52 42 2 th1+2u; —2b
= Lt* =t /{2¢1ﬁ(,¢1+w)+ﬁ(ua)

<0,

when ¢ tend to infinity. On the other hand, let w; be the eigenfunction with fQ wf =1
of the first eigenvalue p; of the following equation:

Aw + Af (u)w=— w in Q,
w=0 on 0Q. (10)
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By the result of [2], we know y; > 0. Therefore,

Ii(swl):s2/|Vw1\2 —)»s/wlg(x,swl)

=5 / |Vwi|? — s / Lf!(u;)sw? + O(s*)]

=s%(u + O(s)),
when s is near 0.
Hence, I;(sw;) > 0 when s is small enough. Therefore, M, is non-empty and we

obtain a positive solution of (1) by using the Nehari method. The proof is complete.
U

3. Uniqueness and asymptotic behavior of solutions

In this section, we prove the uniqueness of solutions of (1) when A is smaller than
/1. In addition, we also use the blow up method to study the asymptotic behavior of
solutions as / varies and which gives us the multiplicity of solutions.

Theorem 5. For any ¢ > 0, if 0 < A < Ay, then the solution of (1) is unique.

Proof. Suppose that u and v are solutions of (1). Let w=u — v, then w satisfies
Aw + A(fi(u) — £(v))=0 in Q,
w=0 on 0Q. (11)
By mean-value theorem, w satisfies
Aw + L f (w)w=0,

where w lies between u and v and

_ /Q Tl + 2 /Q G =0,

Since | £/(W)| < 1, we have 4 [,, f/(w)w* = J; [, w?. Hence, if 0 < 4 < 4, then w=0
and the result follows. The proof is complete. []

Corollary 1. The solution of (1) is unique in the set By ={uc C*%(Q): ||u||oc < b}.

Proof. In the proof of Theorem 5, we find f/(W) is negative under the assumption
|w| < b. Hence, the uniqueness of solution follows in B,. [

From Theorem 5, we know that (1) can have non-minimal solutions only if 1 > ;.
To study the existence of non-minimal solutions, we need the following lemma:

Lemma 2. Fix ¢ >0, if {u;} is a family of solutions of (1) such that ||u,||s tends
to infinity, then A converges to 1.
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Proof. By the uniqueness result of Theorem 5, we know that A is bounded away
from zero, and it is easy to check that 1*(¢) < co. Hence {4} is bounded and has
a convergent subsequence. We still use the same A and assume that 4 — A, where
7.€(0,7*(¢)) and u, satisfies

Au; + 2 f(u;)=0 in Q,

u;=0 on 0Q. (12)
Let
u,
M = 2l loo d = 3>
= ||usl] and vy M,
then
3 /lM. .
AU;V—I-XMU;VZO in Q,
205,
v, =0 on 0Q. (13)

Since f(v,M))/M; are bounded, we have f(v;M;)/(M;v;) — 1 a.e. in Q and uniformly
in any compact subset D of Q. By standard elliptic estimates, we obtain v; — v in
C%* as A — J. Hence,

Av+Jv=0 inQ,
v=0 on JQ. (14)
Since ||v]|oo =1 and v > 0, we have 4=/, the first eigenvalue of —4 and the result

follows. [

If we denote the solutions set of (1) by S;, then by the global bifurcation theorem of
Crandall and Rabinowitz in [2], S, contains a branch C, which is unbounded. Therefore,
by Lemma 2, the following result is immediate.

Theorem 6. The solutions set S, of (1) contains an unbounded component C,. If
u, € C, and ||u;l|o — 00, then L — Ay.

Remark 1. If Q =By, the unit ball in R?. The uniqueness problem of non-minimal
solution is still open.

4. Proof of main theorems

In this section, we will use the results of previous sections to prove the main
theorems.

Proof of Theorem 1.
If e=0, then (1) has a minimal solution for all 4 > 0. Now rewrite Eq. (1) as

Au+ Afy+ Mf— fo)=0.
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Since A(f; — fo) < Av/e, and by Lemma 1, (1) has a minimal solution for any fixed
e>0 if 4 is small enough. Let S, be the solution set of (1), then by the global
bifurcation theorem in [2,7] and Theorem 5, we have the bifurcation diagrams of
solutions of (1) as Fig. 1 or 2. In either case, there exists exactly one solution for
A€(0,4;). The proof is complete. [

Proof of Theorem 2.

First, by Theorems 4 and 6, we know that Theorem 2 is true if ¢ is small enough.
Hence, the bifurcation diagram of solutions of (1) is roughly as in Fig. 3.

Let

I'={€R": Theorem 2 is false, when ¢=_¢}.

If the result in Theorem 2 is false, then the bifurcation diagram of solutions must be
Fig. 1. We will prove that the set I is an empty set. Suppose that I" is a non-empty
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set and denote ¢ by g =inf I', then it is clear that & # 0. Now, we can consider the
following two cases:

Case 1: &y & I'. In this case, there exists 4,, > A; such that Eq. (1) has a minimal
solution for A€[A4;,4,] when ¢=¢. Hence, by Lemma 1, (1) must have a mini-
mal solution for some A > Ay, when ¢ is sufficiently close to g, but this contradicts
g=infTI.

Case 2: ¢y € I'. In this case, let n be a positive fixed real number. We will claim
that the choice of ¢ as in the proof of Lemma 1 is independent of ¢ for ¢ € [¢g — 1, &).
The proof is similar as in proving Lemma 1. Let # be as the # in Lemma 1 with
v=v,, u=u, and M, K be positive real numbers such that

') <M and |f'(x)| <K, fore€eg—n,6)and x> 0.
By (5), we have
Au+ 2 f(u) + h(w)

-1 —1
< t, (2;18 + M ||tv, + sw|oo) + (ztugv£ + )»sz> — s+ h(u).

Now, we claim that there exist v < v, for all e€[ey — 1,&) with © >0 in Q and
0v/0n < 0 on 012, where n is the unit outer normal of Q. Suppose that there exists
no such . Let {v,} be a convergence subsequence of {v,} which converge to 7 >0
and 9 =0 at some xo € Q or di/dn=0 on some x, € 0Q. If we consider the following
equations:

Av, + Af (uy)oy = — pov,  in Q,

v,=0 on 0Q (15)
and using the same method as in the proof of Lemma 2, we have

Ab+ \fo=— i in Q,

=0 on 0Q (16)
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for some f > 0. But (16) is a linear eigenvalue problem which gives us a contradiction.
Hence, if s < ¢ and small enough, we have

AU+ 2f(@) + h(u) < — s+ ||h(@)]]| <0,

by choosing é =s. Since the choice of § is independent of ¢ when ¢ is sufficiently
close to & which contradicts ¢y =inf I', we have I' =0 and complete the proof. [J
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