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Abstract

Multicast communication is an e$cient routing method for multimedia data distribution, since it can save
network bandwidth during the communication session. Thus, the multicast routing problems have received
much attention from many researchers. In this paper, we consider a multicast routing problem with multiple
multicast sessions under a capacity limited constraint. This problem is formulated as a tree packing problem.
We propose two heuristic algorithms, Steiner-tree-based heuristic (STH) algorithm and cut-set-based heuristic
(CSH) algorithm, for solving this problem. The simulation results show that the STH algorithm can "nd
a better approximate solution in a shorter computation time compared to CSH. In addition, if the available
bandwidth for the service is just enough, the STH and CSH algorithms may fail to "nd a solution even if the
solution exists. The simulation results also indicate that CSH has a higher probability than STH to "nd
a solution. Thus, it is suggested that one can apply the STH algorithm "rst to solve the tree packing problem.
In case STH fails, CSH algorithm will be used instead.

Scope and purpose

Several new applications in multimedia networks have been developed in recent years, such as video
conferencing, video on demand and network TV. The routing problem for these multimedia services is
primarily concerned with e$ciently delivering data to multiple destinations. Multicast communication
which delivers data along a tree is a preferred routing method because it can reduce network tra$c and save
network resources, e.g., bandwidth. Most of the current researches for the multicast routing problems only
consider a single multicast session. However, several multicast sessions may occur simultaneously in
a network and these multicast sessions will contend for the limited network bandwidth. This creates a new
network optimization problem. In this research, we studied an optimal tree packing problem. The goal of this
study is to arrange the multiple multicast trees in the network such that the bandwidth constraint is
maintained and the overall transmission cost is minimized. We believe that the results are useful for
improving network utilization in multimedia networks which have multicast services. � 2002 Elsevier
Science Ltd. All rights reserved.
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Fig. 1. An example for solving the multicast routing problem with di!erent constraints.

1. Introduction

As multimedia services become more widely used through computer networks with multimedia
streams consuming the high bandwidth in a network, conserving network bandwidth becomes
increasingly important. Many multimedia applications, such as video on demand and video
conferencing use multicast communication to conserve network bandwidth. Given a multicast
communication session, the network must establish a communication tree in advance, which spans
the source node and all destination nodes in this multicast session. Then, the source node can send
identical data to each destination node along this tree. Since, the data can be duplicated at
switching nodes (the intermediate nodes of the tree), it is not necessary for the source node to send
separate copies to each destination node. Thus, a lot of network bandwidth can be conserved when
multimedia transmissions are performed in this manner. Due to the network bandwidth conserva-
tion bene"t, many researchers have paid a lot of attention to the multicast routing problem which
has become an important research subject in computer network technology.

Usually, the objective functions that are considered in multicast routing problems are to
minimize the transmission cost of the routing tree. For the unconstrained case, it is known as the
Steiner tree problem. In this problem, we are given a source node s and a set of destination nodes
K and minimum cost tree that contains every node in set K��s� that must be determined. In the
remainder of this paper, we refer to set K��s� as the member node set with respect to a multicast
session. For example, in Fig. 1(a), node s is the source node and nodes v

�
, v

�
, v

�
are destination

nodes. Each link is associated with a nonnegative integer to represent its transmission cost.
Fig. 1(b) shows the optimal solution for Steiner tree problem of Fig. 1(a).

The Steiner tree problem is known to be NP-complete [1]. Several solution approaches, such as,
dynamic programming [2,3], branch-and-bound [4}6], enumeration approaches [7,8], linear
relaxations [9,10] and Lagrangean relaxations [11,12], have been proposed for "nding an exact
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solution for the Steiner tree problem. In addition, there are many heuristic algorithms [13}18] that
have been presented for solving the Steiner tree problem. For detailed descriptions and more
information on both exact and heuristic methods, one can refer to two survey papers, Hwang and
Richards [19] and Winter [20].

Because multimedia transmission is time sensitive, the quality of service (QoS) requirements
(such as, end-to-end transmission delay and the data duplicated time consumption in the inter-
mediate nodes) have also been considered in multicast routing problems. We refer to these
problems as constrained multicast routing problems. Two types of constraints, which are related to
the QoS requirements, are considered in solving these routing problems. The "rst is to "nd the
minimum cost tree under a bounded tree depth [21}23] (which is related to the QoS requirement of
end-to-end transmission delay) (see Fig. 1(c)). Note that, for simplicity, we assume that the value of
the transmission cost associated with each link is equal to its transmission delay in this example.
The second type of constraint is to "nd the minimum cost tree under a bounded degree for each
intermediate node (which is related to the QoS requirement of the duplicate time consumption in
each intermediate node [24]) (see Fig. 1(d)).

However, in the real world, several multicast sessions will occur simultaneously. When several
multicast sessions are set up in the same period of time, the routing involves "nding a set of routing
trees, one for each multicast session. If the network bandwidth is large enough, then the minimum
cost tree (the Steiner tree) can be set up for each multicast session. The overall cost can also be
minimized. Otherwise, these multicast trees must accommodate each other to satisfy the bandwidth
constraint. Therefore, a new optimization problem is created. The new problem is more di$cult
than the multicast routing problem. Note that, the problems that consider multiple multicast
sessions as coexisting are referred to as the group multicast routing problem. Until now, only a few
related papers have been published [25}28]. Wang et al. [25] considered the problem of how to
allocate network bandwidth to each multicast session in a VOD system, such that the number of
VOD customers served is maximized and the bandwidth constraint is maintained. However, the
multicast trees of this solution are all rooted at the same source node (the server site). Jia andWang
[26] proposed a group multicast routing using multiple Steiner trees. Priwan et al. [27] and Chen
et al. [28] used an integer-programming approach to solve the group multicast routing problem.
However, the member node sets that are considered in those papers are all identical.

In this paper, we consider a more general group multicast routing problem (the tree packing
problem), in which the member node sets may be di!erent in each multicast session. We propose
two heuristic algorithms, Steiner-tree-based heuristic (STH) algorithm and cut-set-based heuristic
(CSH) algorithm, to "nd an approximate solution for this problem. The remainder of this paper is
organized as follows. Section 2 describes the network model and the formulation for the tree
packing problem. Section 3 proposes STH and CSH algorithms for solving the tree packing
problem. In Section 4, we give the simulation results for these algorithms. Finally, the concluding
remarks are given in Section 5.

2. Statement of the tree packing problem

Consider an undirected network N"(<,E, c, b), where < is the set of vertices which represents
communication nodes, E is the set of edges which represents communication links, c :EPR� is
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Fig. 2. (a) An instance of tree packing problem (b) a feasible solution for this tree packing problem (c) the residual
network.

a cost function and b :EPZ� is a capacity function. The cost c
��
of a link (i, j )3E represents its

communication cost. The capacity b
��
of a link (i, j)3E represents the amount of data that can be

transmitted through this link. Note that, we denoteG
�

"(<,E) as the underlying graph of network
N. LetH be a subgraph ofG

�
. The cost (weight) of Hwith respect to the cost function c is de"ned as

c(H)"�
����������

c
��
. We assume that any multicast stream that #ows in each link requires an unit of

link capacity. Thus, the link capacity for each link is equal to the maximum number of multicast
stream that can #ow in it. Suppose there are k multicast sessions occurring simultaneously in the
network. SetsD

�
, D

�
,2, and D

�
are member node sets for each multicast session, respectively. The

tree packing problem involves "nding a set of routing trees �¹
�
,¹

�
,2,¹

�
� under the bandwidth

constraint, such that ¹
�
contains the member node set D

�
(1)i)k), and the overall cost of these

routing trees (i.e., ��
�	�
c(¹

�
)) is minimized.

For example, an undirected network is shown in Fig. 2(a). Each link (i, j) is associated with
(c

��
, b

��
), where c

��
represents its communication cost and b

��
represents the available capacity of this

link. Suppose, there are three multicast sessions D
�
, D

�
and D

�
occurring within a time unit. Fig.

2(b) shows a feasible solution �¹
�
,¹

�
,¹

�
� for the tree packing problem in Fig. 2(a). The tree

packing problem can be mathematically stated as follows:

Minimize
�
�

�	�

c(¹
�
)

Subject to

�
�

�	�

x�
��

)b
��
, ∀(i, j)3E(G

�
), (1)
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D
�

-<(¹
�
), 1)m)k, (2)

x�
��

"0 or 1 for all i, j,m, (3)

where

x�
��

"�
1 if (i, j)3E(¹

�
),

0 otherwise.

Constraint (1) ensures that the multicast stream #ow in each link does not exceed the bandwidth
boundaries. Constraint (2) ensures that each multicast tree must involve every node in its member
node set.

In the rest of this section, we de"ne some notations that will be used throughout this paper.
Given an undirected network N"(<,E, c, b) and a subgraph H of G

�
"(<,E). We use ¹H

	
(G

�
, c)

to refer to the minimum Steiner tree in G
�
that depicts set D as the member node set and a cost

function c. A path is a set of links �(i
�
, i
�
), (i

�
, i
�
),2, (i



, i

��

)� such that links (i
�
�

, i
�
) and (i

�
, i
���

)
(2)l)p) have a common endpoint. Let s and t be two speci"c nodes; s is called the source and t,
the sink; set P be a subset of vertices such that s3P and t3PM , where PM "<!P. A cut set (P, PM )
between s and t is de"ned by the set of edges whose start-vertex is in P and end-vertex is in PM . The
capacity of cut set (P, PM ) with respect to the capacity function b is de"ned as b(P, PM )"
�

��������� �M �
b
��
. The cut-set with minimum capacity taken all cut sets (P, PM ) in N is called theminimum

cut set, and we denote it by (PH, PH).
The residual networkN!H, after removing subgraphH fromN is an undirected network, where

the cost function c� of N!H is inherited from N but the capacity function b� of N!H is altered
and de"ned as follows.

b�
��

"�
b
��

!1 if (i, j)3E(H),

b
��

otherwise.
(4)

Note that the link (i, j) is deleted from N!H when value b�
��
becomes 0. For example, Fig. 2(c)

shows the residual network R after sequentially removing ¹
�
, ¹

�
and ¹

�
from N, i.e.,

R"((N!¹
�
)!¹

�
)!¹

�
.

3. The solution methods

Since the Steiner tree problem is NP-complete, there does not exist any polynomial-time
algorithm to "nd the exact optimal solution for it. However, we can "nd the approximate solution
for Steiner tree ¹H

	
(G

�
, c) using any heuristic algorithm in a reasonable time. One of the popular

heuristic algorithms is the Shortest Path Heuristic (SPH) [14]. In SPH, the algorithm starts with an
arbitrary multicast member u3D. It then joins the next close node v3D!�u� to the current tree
using the shortest path. The algorithm repeats this process until all member nodes have joined the
tree. We denote ¹

��
(G

�
,D, c) as the resulting tree for applying SPH on network N with member

node set D and the cost function c. In this paper, we used SPH as the underlying method for the
following proposed algorithms.
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Fig. 3. The lower bound for tree packing problem.

Consider a tree packing problem, we are given an undirected network N"(<,E, c, b) and
k multicast sessions D

�
,D

�
,2,D

�
, in which they occur simultaneously. If we ignore the bandwidth

constraint and then "nd the optimal Steiner trees ¹H
	�
(G

�
, c), ¹H

	�
(G

�
, c),2,¹H

	�
(G

�
, c) for ses-

sions D
�
,D

�
,2,D

�
, respectively. Obviously, the overall cost for these k trees (i.e.,

��
�	�

c(¹H
	�
(G

�
, c))) is a lower bound for this tree packing problem. Fig. 3(b) shows that the lower

bound is equal to 22 for the tree packing problem in Fig. 3(a).

3.1. A greedy algorithm

The lower bound of the tree packing problem discussed above involves ignoring the bandwidth
constraint and then solving k Steiner tree problems on G

�
. However, the resulting trees

�¹H
	�
(G

�
, c),¹H

	�
(G

�
, c),2,¹H

	�
(G

�
, c)� may be infeasible for the tree packing problem. One of the

simple methods for "nding a feasible solution is that we apply the Steiner tree heuristic algorithm
to the residual networkR each time instead of the network N. A greedy heuristic algorithm is given
as follows. At "rst, we use SPH to "nd k approximate Steiner trees ¹

��
(G

�
,D

�
, c),

¹
��

(G
�
,D

�
, c),2,¹

��
(G

�
,D

�
, c) in G

�
for multicast sessions D

�
, D

�
,2,D

�
, respectively. As-

sume that ¹
��

(G
�
,D

�
, c) has the least cost among these trees (i.e., c(¹

��
(G

�
,D

�
, c))"

min
�����

c(¹
��

(G
�
,D

�
, c))). Then, we adopt ¹

��
(G

�
,D

�
, c) as the multicast tree for session

D
�
and put it into the solution set. Now, remove tree ¹

��
(G

�
,D

�
, c) from N and thus the resulting

network R"N!¹
��

(G
�
,D

�
, c). In the second iteration, apply SPH algorithm to "nd k!1

multicast trees ¹
��

(G

,D

�
, c), ¹

��
(G


,D

�
, c),2,¹

��
(G


,D

�
�
, c), ¹

��
(G


,D

���
, c),2,¹

��
(G


,D

�
, c) on the residual network R for the remaining k!1 sessions. Similarly, we "nd a multi-

cast tree with the least cost among these k!1 trees and then add this tree to the solution set. The
algorithm repeats this process until k multicast trees are determined. Since we solved each
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Fig. 4. The greedy algorithm for the tree packing problem.

tree problem on the residual network, the bandwidth constraint holds and the resulting solution is
feasible. The detailed algorithm is shown in Fig. 4.

3.2. The Steiner-tree-based heuristic algorithm

In this subsection, we present another heuristic algorithm for the tree packing problem. The
main idea is that initially we apply the SPH method k times to graph G

�
and obtain

�¹
��

(G
�
,D

�
, c), ¹

��
(G

�
,D

�
, c),2,¹

��
(G

�
,D

�
, c)�. For notation simplicity, we let ¹

�
be

¹
��

(G
�
,D

�
, c) (1)i)k). Note that, the solution set �¹

�
, ¹

�
,2,¹

�
� may be infeasible. Packing

these trees all together some links may violate the bandwidth constraints. We call the violating link
as an overloaded link. That is, a link (i, j)3E(G

�
) is called an overloaded link with respect to solution

trees �¹
�
,¹

�
,2,¹

�
� when

�
�

�	�

x�
��

'b
��
, where x�

��
"�

1 if (i, j)3E(¹
�
),

0 otherwise.
(5)

For example, in Fig. 3, the overloaded links are (v
�
, v

�
) and (v

�
, v

�
) with respect to solution trees

�¹H
	�
(G

�
, c), ¹H

	�
(G

�
, c), ¹H

	�
(G

�
, c)�. We collect all of the overloaded links into a set S, and call it

the overloaded link set. Note that, there is no overloaded link if the solution is feasible. In addition,
given a set of solution trees �¹

�
,¹

�
,2,¹

�
�, we let the residual network R"(((G!¹

�
)!

¹
�
)2)!¹

�
. The basic idea of our solution method is to reduce the number of overloaded links in

S until set S becomes empty.
The following process can reduce the number of overloaded links. Let link (i, j) be an overloaded

link that is arbitrarily chosen from set S. Note that, the bandwidth of (i, j) is overused. In order to
relieve the load on link (i, j), some multicast trees ¹

�
3�¹

�
,¹

�
,2,¹

�
�, which contain link (i, j),

must be forced to give up link (i, j). If we remove link (i, j) from tree ¹
�
, the graph ¹

�
!�(i, j)� will be

divided into two subtrees ¹�
�
and ¹�

�
(see Fig. 5(a)). Thus, we need to re-connect the two subtrees by

a path. In order to avoid increasing the number of overloaded links during the solution process, we
"nd a shortest path between ¹�

�
and ¹�

�
in the residual network R and use it to connect ¹�

�
and ¹�

�
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Fig. 5. The substitution process of STH.

Fig. 6. An example for illustrating the "nding process of P��
�
� ���

�
�(G

, c).

(see Fig. 5(b)). The shortest path is denoted as P��
�
� ���

�
� (G

, c) and we call the above process as
a substitution process.

Note that, traditionally we can obtain path P��
�
� ���

�
� (G

, c) by applying the shortest path
algorithm (such as, Dijkstra's algorithm) on each node pair between¹�

�
and ¹�

�
and then choose the

path which costs the minimum. Thus, there are �<(¹�
�
)� ) �<(¹�

�
)� Dijkstra's algorithms applied,

which is computationally very expensive. Indeed, we can obtain path P��
�
� ���

�
�(G

, c) by performing
Dijkstra's algorithm only once, and the method is illustrated as follows.
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Applying Dijkstra's algorithm to "nd the shortest path from node i to node j on graph
G


�(¹�

�
�¹�

�
) with a cost function c�, is de"ned as follows.

c�
��

"�
c
��

if (u, v)3E(G


!(¹�
�
�¹�

�
)),

0 if (u, v)3E(¹�
�
�¹�

�
).

(6)

That is, any link (u, v) in tree ¹�
�
or ¹�

�
has a zero cost. After the shortest path from i to j is found,

we remove the subpaths that lie on ¹�
�
�¹�

�
. Then, the resulting path is a shortest path which

connects ¹�
�
and ¹�

�
. For example, Fig. 6(a) shows a multicast tree ¹

�
that contains an overloaded

link (v
�
, v

�
). The value c

��
associated with link (u, v) represents its communication cost, and the

member node set is �v
�
, v

�
, v

�
, v

�
, v

�
�, which is denoted by a heavy circle. Fig. 6(b) gives the

underlying graph G

of the residual network R. Fig. 6(c) shows the graph G


�(¹�

�
�¹�

�
) and the

associated cost function c�. The heavy lines indicate the shortest path P��� ���� (G
�(¹�

�
�¹�

�
), c�).

Then, removing the subpaths that lie on ¹�
�
�¹�

�
, we have a shortest path P��

�
� ���

�
�(G

, c)"
�(v

�
, v

��
), (v

��
, v

��
), (v

��
, v

�
)� which connects ¹�

�
and ¹�

�
.

In the substitution process, we choose an overloaded link (i, j) from S and a multicast tree ¹
�
that

contains (i, j). Remove link (i, j) from ¹
�
, and then connect subtrees ¹�

�
, ¹�

�
by path P��

�
� ���

�
� (G

, c).
A new multicast tree ¹�

�
"¹

�
!�(i, j)��P��

�
� ���

�
� (G

, c) is obtained. Note that, the residual network
also needs to be updated by letting R"R!P��

�
� ���

�
� (G

, c). However, the new multicast tree
¹�

�
may be reducible. That is, some unnecessary links in ¹�

�
can be pruned away and the resulting

tree will still contain the member node set. A recycling process is designed to prune the unnecessary
links from ¹�

�
, and add these unnecessary links back to residual network R. For example, Fig. 7(a)

shows the results of new multicast tree ¹�
�
and the residual network R of the example in Fig. 6.

Since, node v
�
is a leaf node in ¹�

�
but is not a member node, link (v

�
, v

�
) is an unnecessary link in

this multicast tree. Therefore, we remove link (v
�
, v

�
) from ¹�

�
and then add it into the residual

networkR. Repeat this process until no leaf node in the multicast tree is a nonmember node. In this
example, after removing link (v

�
, v

�
), we will "nd that the new multicast tree is no longer reducible.

Thus, the recycling process is terminated. Fig. 7(b) shows the result of applying the recycling
process in Fig. 7(a). Note that, the overloaded link (i, j) can be removed from the overloaded link set
Swhen the new solution trees �¹

�
,¹

�
,2,¹�

�
,2,¹

�
� satisfy the bandwidth constraint on this link.

By continuing to perform the substitution process and recycling process we can reduce the number
of overloaded links one by one until no overloaded link exists. Then a feasible solution
�¹

�
,¹

�
,2,¹

�
� is obtained.

In order to re"ne this solution, we propose a rexnement process to produce a better solution.
A re"nement process involves choosing any two multicast trees, say ¹

�
and ¹

�
in �¹

�
,¹

�
,2,¹

�
�

and placing them into the residual network R. Next, the two new multicast trees ¹�
�
"¹

��
(G

�
,D

�
,

c) and ¹�
�

"¹
��

(G
�
,D

�
, c), where G

�
"G


�¹

�
�¹

�
and G

�
"G


�¹

�
�¹

�
!¹�

�
, are recom-

puted. If a better solution is found, (i.e., c(¹�
�
)#c(¹�

�
)(c(¹

�
)#c(¹

�
)), then trees ¹

�
and ¹

�
can

be replaced by ¹�
�
and ¹�

�
, respectively, and a new solution �¹

�
,¹

�
,2,¹�

�
,2,¹�

�
,2,¹

�
� is

obtained. Otherwise, the solution trees remain unchanged. A complete description of our proposed
algorithm is shown in Fig. 8.

The complexity analysis of our proposed algorithm is shown as follows. Let n"�<� be
the number of nodes in N and m be the maximum size among the member node set D

�
,D

�
,2,D

�
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Fig. 7. An example for the recycling process.

(i.e., m"max��D
�
�, �D

�
�,2, �D

�
��). Since the SPH runs in O(m(e#n log n)) [14] where e is the

number of links, and in the worst-case, O(e)"O(n�), thus the worst-case running time for SPH is
O(mn�). Also, it is known that the worst case-running time for Dijkstra's algorithm is O(n�). In our
proposed algorithm, the initial process performs SPH k times; thus, it takes O(kmn�) time. Since the
substitution process only performs Dijkstra's algorithm once, it takes O(n�) time. The recycling
process can be performed in O(n�) time. Finally, because the re"nement process performs SPH
2�C�

�
times, the re"nement process takes O(k(k!1)mn�)"O(k�mn�) time. Note that, in the worst

case, the number of iterations that runs in the loop is equal to the size of overloaded links set
S times the maximum number of multicast trees that are congested in each overloaded link (i.e.,
O(�S�k)"O(n�k)). Therefore, summing the running time for these major processes, our proposed
algorithm costs O(kmn�#n�k(n�#n�)#k�mn�)"O(kn�#k�mn�). From the above discussion,
we have the following lemma.
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Fig. 8. The STH algorithm.

Lemma 1. The STH algorithm runs in O(kn�#k�mn�) time.

3.3. The cut-set based-heuristic algorithm

Note that if the network bandwidth is just su$cient, the STH may fail to "nd a solution even if
the solution exists. This is because the main idea of STH is to "nd the multicast tree for each
session, place these trees to the network and check the feasibility. Thus, somemulticast session may
be blocked. In this subsection, we will focus on how to utilize the network bandwidth carefully as
well as to "nd the minimum cost solution. The idea of the cut-set-based algorithm is to extract
a multicast tree sequentially from the network such that the residual network can be packed with as
many multicast trees as possible.

We assume the member node sets are all identical (i.e., D
�
"D

�
"2"D

�
"D). Let u and v be

any two nodes in the member node set. The capacity of the minimum cut-set between u and v is
equal to the maximum number of paths from u to v that can be packed on the network. This implies
that the minimum capacity between u and v is greater than the maximum number of multicast trees
that can be packed in the network. Thus, the capacity of the minimum cut-set between any member
node-pair is an upper bound of the number of multicast trees that can be successfully established in
the network. Moreover, any multicast tree at least has one link (consumes at least one unit of
bandwidth) in the minimum cut-set. Therefore, we "nd a link from the minimum cut-set as a link of
the multicast tree. Intuitively, the number of multicast trees that can be established in the resulting
network is maximized.
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Fig. 9. The tree-extracting procedure.

�Gomory and Hu [29] developed a very elegant method for "nding all-pair minimum cut-set. Their method only
solves �D�!1 maximum #ow problems.

Now, consider a tree packing problem.We are given an undirected networkN"(<,E, c, b) and
k multicast sessions D

�
,D

�
,2,D

�
, where D

�
"D

�
"2"D

�
"D. The following steps can be

applied to extract a tree ¹ from the network N for the multicast session D. At "rst, we compute the
all-pair minimum cut-set� with respect to the member node set D. That is, for every node pair (u, v)
in set D, we "nd the minimum cut-set between u and v. Thus, we have C�	�

�
minimum cut-sets. Then

"nd a cut-set, denoted as minimum all-pair cut-set (PH, PH), whose capacity value is the smallest
among C�	�

�
minimum cut-sets. Let minimum all-pair cut-set (PH, PH)"�e

�
, e

�
,2, e

�
�. We "nd

edge e
�
"(u, v) such that b(e

�
)"max�b(e

�
), b(e

�
),2, b(e

�
)� and then add e

�
to the multicast tree ¹.

Since set (PH, PH) is an edge cut-set, thus removing (PH, PH) from networkN will partitionN into
two sub-networks, N

�
"(PH,E

�
, c

�
, b

�
) and N

�
"(PH,E

�
, c

�
, b

�
) (see Fig. 9). Now, we apply the

same procedure to "nd the edges e
��

and e
��

on networks N
�
and N

�
with member node sets
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Fig. 10. The tree-extracting procedure.

Fig. 11. The CSH algorithm.

(D�PH)��u� and (D�PH)��v�, respectively, and add e
��

and e
��

to ¹. Note that, the reason for
adding nodes u and v to the member node subsets is to ensure that the resulting tree ¹ is connected.
The procedure for constructing a multicast tree will stop when the member node subset contains
only one node. In this way, a connected multicast tree ¹ for member node set D will be eventually
established and we call the above operations a tree-extracting procedure.

The complete operations of CSH is that, initially, we perform the tree-extracting procedure for
multicast session D

�
on network N, and obtain a multicast tree ¹

�
. Let the residual network be

R"N!¹
�
. Next, performing the tree-extracting procedure for multicast session D

�
on the

residual network R, obtain a multicast tree ¹
�
. Repeat the same operations and "nally a set of

multicast tree �¹
�
,¹

�
,2,¹

�
� will be obtained. In order to improve the solution, the re"nement

process is performed on the set �¹
�
,¹

�
,2,¹

�
�. The detailed description for tree-extracting

procedure and CSH are shown in Fig. 10 and Fig. 11, respectively. Note that the CSH algorithm
can be applied to the problem in which the member node set is not identical.

4. Simulation results

In this section, the performance of the proposed algorithms for solving the tree packing problem
is described. The network topologies used in the simulations were generated by a random graph
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�The blocking rate is de"ned to be the probability that the algorithm fails to obtain a feasible solution, but the solution
does exist.

model proposed by Waxman [30]. The generator "rst randomly distributed n nodes over an ¸�¸

square coordinate grid, where ¸ is a "xed integer number. The link between any two nodes u and
v is added by the probability function P((u, v))"� exp(!d(u, v)/�l), where d(u, v) is the Cartesian
distance between nodes u and v, l is the maximum possible distance between any two nodes and
parameters � and � are real numbers in the range (0, 1]. Note that parameters � and � can be
appropriately selected to obtain the desired characteristics in the resulting graph. In the simulation,
we set �"0.3 and �"0.25 to obtain a sparse graph. We only use the connected graphs for
simulation. If the generated graph is not connected, then discard it.

In the simulation, we observed the performance of the proposed algorithms (the quality of the
solutions and the blocking rate� of the algorithms). The performance of these algorithms are
in#uenced by the following factors:

(1) number of nodes,
(2) the capacity constraint for each link,
(3) the cost for each link,
(4) the size of the member node sets,
(5) the shape of the given graph.

Hence, the following assumptions were made about this experiment to address these factors.

(1) The cost for each link was assigned to be the distance between two end nodes of that link.
(2) The capacity constraint for each link was assigned to be the link cost times a random number in

[2/n, 1], where n is the number of nodes.
(3) The member node sets are all equal (i.e., D

�
"D

�
"2"D

�
"D) and the number of

multicast sessions is equal to the size of member node set (i.e., k"�D�).

In order to show that the solution found by STH is a good approximation, a comparison between
the objective value X

��
found by STH and the optimal value X

���
(or lower bound

X
��

"��
�	�

c(¹H
	�
(G

�
, c)) of optimal value) is made. Note that the value of X

���
can be obtained

by a simple exhaustive search. That is, we generate all possible connected multicast trees and check
the feasibility of every possible combination of these trees, then pick up a combination with the
least cost. In this way, the value of X

���
can be found. Similarly, the value of lower bound X

��
is

also found by an exhaustive search.
Table 1 shows the gap ratios of the objective value X

��
to the optimal value X

���
and the

objective value X
����	


found by the greedy algorithm to the optimal value X
���

for the graph with
10, 12 and 15 nodes, where the gap ratio of X

��
(X

����	

) to the optimal value X

���
is de"ned to be

(X
��

!X
���

)/X
���

�100% ((X
����	


!X
���

)/X
���

�100%). Fig. 12 shows the ratios of the objective
value X

��
(and X

����	

) to the optimal value X

���
for the graphs with 15 nodes. Fig. 13 shows the

ratios of X
��

to the lower bound X
��

and X
����	


to the lower bound X
��

for the graphs with 20
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Table 1
Gap ratio of optimal to size of member node set (�D�) for �<�"10, 12 and 15

Size of < Size of member node set D

Algorithms 2 3 4 5

10 greedy ;0.01% 0.31% 0.59% 0.76%
STH ;0.01% ;0.01% 0.15% 0.18%

12 greedy ;0.01% 1.63% 2.47% 3.50%
STH ;0.01% 0.14% 0.23% 0.35%

15 greedy 0.50% 2.20% 4.40% 7.60%
STH 0.30% 0.80% 1.20% 3.80%

Fig. 12. Ratio of optimal to size of member node set (�D�) for �<�"15.

nodes. From Table 1, Figs. 12 and 13 we learn that the objective value X
��

is close to the optimal
value X

���
and X

��
is better than X

����	

.

For large-scale networks, the comparisons among X
����	


, X
��

and X
��

are made (shown in
Fig. 14) where X

��
is the objective value found by CSH algorithm. The results show that the gaps

amongX
����	


,X
��

and X
��

become larger as the number of nodes increase. The objective values
X

��
are better than X

����	

or X

��
.

Next, we investigate the average blocking rate of these algorithms. The blocking rate is de"ned to
be the probability that the algorithm fails to "nd a feasible solution, but the solution exists. In order
to ensure that all simulation instances have a feasible solution, we randomly generate �D� multicast
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Fig. 13. Ratio of lower bound to size of member node set (�D�) for �<�"20.

Fig. 14. Total cost vs. number of nodes (n) �D�"0.4n and 0.6n.

trees in advance and pack these trees together to from a network. Then, we allocate additional
bandwidth (say 20% or 30% of the total bandwidth) to the network. Apply the greedy, STH and
CSH algorithms to these instances. The results are summarized in Figs. 15}17. From Figs. 15 and
16, CSH algorithm receives a very low blocking rate. Fig. 17 shows that CSH can always "nd
a feasible solution if the extra bandwidth percentage is greater than 40%.
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Fig. 15. Average blocking rate vs. scale of the member node set (�D�/�<�) for �<�"50 with 20% extra bandwidth
percentage.

Fig. 16. Average blocking rate vs. scale of the member node set (�D�/�<�) for �<�"50 with 30% extra bandwidth
percentage.

Regarding the real execution time of these algorithms, all instances were run on a PC with
Pentium II CPU of 366 MHz. Table 2 summarizes the average computation time (second) for
greedy, STH, and CSH algorithms. Note that STH algorithm takes a reasonable computation time
while CSH algorithm takes the longest computation time.
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Fig. 17. Average blocking rate vs. extra bandwidth percentage for �D�"0.3n and �<�"50.

Table 2
Comparison of greedy heuristic, STH and CSH on average computation time

Size of D Number of nodes (n)

Algorithms 25 30 35 40 45 50

0.4n greedy 0.1 0.2 0.4 0.6 1.0 1.6
STH 1.0 2.9 6.9 14.8 29.8 51.3
CSH 20.1 64.5 152.9 441.9 926.9 1941.0

0.6n greedy 0.1 0.2 0.5 1.1 2.4 5.1
STH 4.0 11.5 26.9 59.7 115.7 206.9
CSH 49.9 163.7 418.8 1113.2 2285.8 4197.3

5. Concluding remarks

In this paper, we considered an optimal packing problem with multiple multicast sessions
occurring simultaneously, which occurs frequently in a multimedia network. We proposed two
multicast tree packing algorithms (STH and CSH) to "nd the approximate solution for this
problem. In the experiment, it was shown that the STH performs well compared to the greedy
method, and CSH. The computation time of STH is also reasonable. On the other hand, the CSH
algorithm receives a lower blocking rate. Thus, it is suggested that one can apply the STH
algorithm "rst to solve the tree packing problem. In case STH fails, CSH algorithm will be used
instead. A possible future work is to design an algorithm with 0 blocking rate.
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