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Abstract

Two vertices of a simple polygon P are visible if the line segment joining them does not
intersect the exterior of P. The visibility graph of P is a graph G obtained by representing
each vertex of P by a vertex of G and two vertices of G are joined by an edge if and only
if their corresponding vertices in P are visible. A graph G is a visibility graph if there exists
a simple polygon P such that G is isomorphic to the visibility graph of P. No characterization
of visibility graphs is available. Coullard and Lubiw derived a necessary condition for a graph
to be the visibility graph of a simple polygon. They proved that any 3-connected component
of a visibility graph has a 3-clique ordering starting from any triangle. However, Coullard and
Lubiw insisted on the non-standard de4nition of visibility (the line segment joining two visible
vertices may not go through intermediate vertices) and they said they do not know if their
result will hold under the standard de4nition of visibility. The purpose of this paper is to prove
that Coullard and Lubiw’s result still holds under the standard de4nition of visibility. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction

Our terminology and notation in visibility problem are standard; see [10], except as
indicated. Two vertices vi and vj of a simple polygon P are visible (i.e., vi and vj
can see each other) if the line segment vivj does not intersect the exterior of P. The
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Fig. 1. (a) the polygon P (note that v6; v7; v1; v2 are collinear), (b) the visibility graph of P under the
standard de4nition of visibility, (c) the visibility graph of P under the non-standard de4nition of visibility.

visibility graph of P is a graph G obtained by representing each vertex of P by a vertex
of G and two vertices of G are joined by an edge if and only if their corresponding
vertices in P are visible. See Fig. 1(a) and (b). A graph G is a visibility graph if there
exists a simple polygon P such that G is isomorphic to the visibility graph of P. For
a survey of the visibility problem, refer to [10, 11].
Our terminology and notation in graphs are standard; see [3], except as indicated.

Graphs discussed in this paper are assumed simple and 4nite. Suppose G is a graph and
A⊆V (G). G[A] is used to denote the subgraph of G induced by A. Let k be a positive
integer. A k-clique is a complete graph with k vertices. Suppose [v1; v2; : : : ; vn] is a ver-
tex ordering of G; then, Aj is used to denote the set of vertices in {v1; v2; : : : ; vj−1} that
are adjacent to vj. A k-clique ordering of a graph G is a vertex ordering such that the
4rst k vertices form a k-clique and for any other vertex v, the subgraph of G induced
by the vertices adjacent to v that precede v in the ordering contains a k-clique. More
precisely, a k-clique ordering of a graph G is a vertex ordering [v1; v2; : : : ; vn] such that
{v1; v2; : : : ; vk} form a k-clique and for any other vertex vj; G[Aj] contains a k-clique.
For example, consider the vertex ordering [v1; v2; : : : ; v8] of the graph in Fig. 1(b). Then,
A4 = {v1; v2; v3}, A5 = {v1; v2; v3; v4}; A6 = {v1; v2; v3; v4; v5}; A7 = {v1; v2; v3; v4; v5; v6},
A8 = {v1; v5; v7}. It is not diHcult to verify that [v1; v2; : : : ; v8] is a 3-clique ordering.
The visibility graph problem is to determine, given a graph, whether the graph is

a visibility graph. No characterization of visibility graphs is available. It is even not
known whether the visibility graph problem is in NP. Some known results are [1, 2, 4–
15]. In particular, Coullard and Lubiw [4] derived a necessary condition for a graph
to be a visibility graph. They proved that any 3-connected component of a visibility
graph has a 3-clique ordering starting from any triangle. The advantage of the 3-clique
ordering property over other known properties of visibility graphs is that it can be
tested in polynomial time and Coullard and Lubiw [4] had proposed an algorithm for
doing it. Coullard and Lubiw [4] also used the 3-clique ordering property to solve the
distance visibility graph problem; for details, see their paper. Abello et al. [1] also used
the 3-clique ordering property to prove that any 3-connected planar visibility graph is
maximal planar and any 4-connected visibility graph is non-planar.
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Fig. 2. Three types of intersection.

Fig. 3. P1 = [v1; v2; v3; v4; v5; v6; v7; v8], P2 = [v1; v3; v4; v5; v6; v7; v8], P3 = [v1; v3; v4; v5; v7; v8], P4 = [v1; v3; v4;
v5; v6; v7].

The motivation of this paper is: Coullard and Lubiw [4] insisted on the non-standard
de4nition of visibility (the line segment joining two visible vertices may not go through
intermediate vertices; see Fig. 1(c)). They said they do not know if their result will
hold under the standard de4nition of visibility. The purpose of this paper is to prove
that Coullard and Lubiw’s result still holds under the standard de4nition of visibility.

2. De�nitions

We begin with diJerentiating three type of intersection. Two line segments uv and
st cross if they intersect at a point p �= u; v; s; t; see Fig. 2(a). Two line segments uv
and st touch if they intersect at u or v or s or t; see Fig. 2(b1) and (b2). Two line
segments uv and st overlap if their intersection is a line segment; see Fig. 2(c).
A polygon is a cyclically ordered sequence of n distinct vertices v1; v2; : : : ; vn and n

edges v1v2; v2v3; : : : ; vn−1vn; vnv1 such that no pair of non-consecutive edges cross. Note
that we allow a polygon
(1) to have two non-consecutive edges touching or overlapping and
(2) to have two consecutive edges overlapping.
A polygon is simple if both (1) and (2) are not allowed. For example, each of
P1; P2; P3; P4 in Fig. 3 is a polygon, but only P1 is a simple polygon. Given a polygon,
we can traverse its boundary clockwise or counterclockwise; in this paper, we assume
the clockwise traversal, except as indicated.
The exterior of a polygon P is the open region of the plane outside P. A chord

of P is a line segment joining two visible vertices vi and vj of P such that vivj is
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not an edge of P. For example, in Fig. 3, v1v3; v1v7; v2v5; v2v6 are chords of P1.
Two chords ab and xy interlace if when we traverse the boundary of P clockwise, the
ordering of a; b; x; y is a; x; b; y. For example, in P1 of Fig. 3, v1v5 and v2v6 interlace
(they also cross); v1v5 and v2v7 interlace (they also touch); v1v5 and v3v7 interlace
(they also overlap). A subpolygon of P is a polygon such that its vertices are vertices
of P, its edges are edges or chords of P, and it does not intersect the exterior of P. For
example, in Fig. 3, P2; P3 and P4 are subpolygons of P1; P3 and P4 are subpolygons
of P2.
In Coullard and Lubiw’s proof [4], every subpolygon is a simple subpolygon, and

the 3-clique ordering of visibility graphs has the property that any pre4x of the ordering
corresponds to a subpolygon of the original polygon. Therefore, they also called the
3-clique ordering a subpolygon ordering. They need subpolygons to be simple to make
the proof go through. Consider the graph in Fig. 1(b); it is the visibility graph of
the polygon if Fig. 1(a). [v1; v2; v6; v7; v5; v8; v3; v4] is a 3-clique ordering of it starting
from the triangle v1; v2; v6. But under Coullard and Lubiw’s de4nition, this ordering is
certainly not a subpolygon ordering, since v1; v2; v6 do not form a simple subpolygon;
also, v1; v2; v6; v7 do not form a simple subpolygon.
It is obvious that a “simple subpolygon” is a “ subpolygon” and the converse is not

true. It is also obvious that if two chords “cross” then they “interlace” and the con-
verse is not true. The key points of overcoming the diHculty encountered by Coullard
and Lubiw [4] are to replace “simple subpolygons” by “subpolygons” and to replace
“4nding a chord crossed by another chord” by “4nding a chord interlaced by another
chord.” Note that we still follow the de4nition that a graph G is a visibility graph if
there exists a “simple polygon” P such that G is isomorphic to the visibility graph of P.
But to prove the 3-clique ordering property of visibility graphs, we allow subpolygons
to be non-simple.

3. The main result

Lemma 1 (see also [4]). Let P be a simple polygon such that its visibility graph G
is 3-connected; and let S be a proper subpolygon of P with at least three vertices.
Then there exists an edge ab of S such that (i) ab is a chord of P and (ii) ab is
interlaced by a chord xy of P with x =∈ S and y∈ S.

Proof. For convenience, we will use the same name for a vertex of P and for its
corresponding vertex in G. That is, if v is a vertex of P, then v is also used to denote
its corresponding vertex in G. See Fig. 4 for an illustration.
Since S is a proper subpolygon of P, S has an edge ab that is a chord of P. Assume

that a occurs before b when we traverse S clockwise. Let X be the set of vertices of
P encountered after a and before b, and let Y be the set of vertices of P encountered
after b and before a. Note that all of the vertices of S are in Y and X is non-empty.
Let X ′(Y ′) be the corresponding set of vertices of X (Y ) in G. Since G is 3-connected,
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Fig. 4. An illustration of the proof of Lemma 1.

G has an edge xy such that x∈X ′ and y∈Y ′. Then x sees y in P and xy is a chord
of P. It is clear that ab is interlaced by xy and x �∈ S. If y∈ S, then we are done. In
the following, assume that y �∈ S.
Let a′(b′) be the vertex of S that is closest to y when we traverse S clockwise

(counterclockwise). Then a′b′ is an edge of S and is a chord of P. Since S contains at
least three vertices, it is not possible that a′= b and b′= a. Without loss of generality,
assume that a′ �= b.
Let P′ be the subpolygon of P formed by the chord yx, the vertices of P from x

to b, the vertices of S from b to a′, and the vertices of P from a′ to y. Traverse
P′ clockwise starting from b; let p1; p2; : : : ; pk be the sequence of vertices of P′ that
are visible from b, encountered during the traversal. Then pi and pi+1 are visible for
all i, 16i6k − 1. Let U be the set of vertices of P′ from b to y, and let V be the
set of vertices of P′ from x to b. Then there exists an index i such that pi ∈U and
pi+1 ∈V (note that it is possible that pi=y and it is possible that pi+1 = x). Note
that both pi+1pi and pib are chords of P. If pi ∈ S, then ab is interlaced by pi+1pi
with Pi+1 �∈ S and pi ∈ S. If pi �∈ S, then a′b′ is interlaced by pib with pi �∈ S and b∈ S.

Theorem 2. Let P be a simple polygon such that its visibility graph G is 3-connected.
If S is a proper subpolygon of P with at least three vertices; then there exists a vertex
p∈P − S and there exist three vertices a; b; w∈ S such that (i) a; b; w can see each
other (i.e.; any two of them are visible); (ii) p can see all of a; b; w; (iii) p∪ S (with
the ordering inherited from P) form a subpolygon of P.

Proof. By Lemma 1, there exists an edge ab of S such that ab is a chord of P and
ab is interlaced by a chord xy of P with x �∈ S and y∈S. Let a; x; b; y be the order
of the four vertices a; b; x; y when we traverse P clockwise. For convenience, let V (S)
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Fig. 5. An illustration of the proof of Theorem 2.

denote the set of vertices of S and let |uv| denote the length of an edge (or a chord)
uv of P.
We 4rst 4nd w∈ S such that a; b; w can see each other. Note that ab is a chord of P

and therefore a can see b. If y can see both a and b, then let w=y; clearly, a; b; w can
see each other. Now assume that y cannot see both a and b. Since collinear vertices
can see each other, a; b; y are not collinear. Thus a; b; y form a triangle 	aby. Let

Q = {z ∈ V (S)\{a; b; y}: z is inside 	 aby or on the boundary of 	 aby}:

Since y cannot see both a and b, there must exist a vertex of S that blocks y to see a
or blocks y to see b; this vertex is inside 	aby. Therefore Q �= ∅. Choose w∈Q such
that

|wa|+ |wb| = min
z∈Q

{|za|+ |zb|}:

Then w can see both a and b. Hence a; b; w can see each other.
We now 4nd p∈P − S such that p can see all of a; b; w. There are three cases:
Case 1: a; x; b are collinear and w is not collinear with a; x; b. See Fig. 5(a) for

an illustration. Since collinear vertices are visible, a; x; b can see each other. We claim
that x is on the line segment ab. Suppose this is not true, i.e., x is not on the line
segment ab. Since a; x; b are collinear and ab is interlaced by xy; y must be collinear
with a; x; b. Since collinear vertices can see each other, y can see both a and b. In our
method of choosing w, if y sees both a and b, then we will choose w=y. Then w is
collinear with a; x; b; this contradicts the assumption that w is not collinear with a; x; b.
From the above, x is on the line segment ab. Let p= x. Then p∈P − S and p can
see all of a; b; w.
Case 2: a; x; b are collinear and w is also collinear with a; x; b. See Fig. 5(b) for

an illustration. In this case, let p= x. Then p∈P− S. Since collinear vertices can see
each other, p can see all of a; b; w.
Case 3: a; x; b are not collinear. See Fig. 5(c) for an illustration. In this case, a; x; b

from a triangle 	axb. Let X be the set of vertices of P encountered after a and before
b during a clockwise traversal of P. Then X ∩V (S)= ∅. Let

Q′ = {z ∈ X : z is inside 	 axb or on the boundary of 	 axb}:
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Since x∈Q′; Q′ �= ∅. Choose p∈Q′ such that

|pa|+ |pb| = min
z∈Q′

{|za|+ |zb|}:

Then p can see all of a; b; w. Since p∈X and X ∩V (S)= ∅; p∈P − S.
From the above, there exists a vertex p∈P − S and there exist three vertices

a; b; w∈ S such that a; b; w can see each other and p can see all of a; b; w. Since
a; b; w can see each other and p can see all of a; b; w, we know that p∪ S (with the
ordering inherited from P) form a subpolygon of P.

The following is the main result.

Theorem 3. Any 3-connected visibility graph has a 3-clique ordering starting from
any triangle.

Proof. Let G be a 3-connected visibility graph and let P be its corresponding simple
polygon. For convenience, we will use the same name for a vertex of G and for its
corresponding vertex in P. Let v1; v2; v3 be an arbitrary triangle of G. Since v1; v2; v3
can see each other, they form a subpolygon of P. Call this subpolygon S3. Since G is
3-connected, G has at least four vertices. Thus P has at least four vertices and therefore
S3 is a proper subpolygon of P. Vertex vi and subpolygon Si (for i=4; 5; : : : ; n) are
found in the following way: Since Si−1 is a proper subpolygon of P with at least three
vertices, by Theorem 2, there exists a vertex p∈P−Si−1 and there exist three vertices
a; b; w∈ Si−1 such that (i) a; b; w can see each other, (ii) p can see all of a; b; w, and
(iii) p∪ Si−1 (with the ordering inherited from P) form a subpolygon of P; let vi=p
and let Si=p∪ Si−1. It is not diHcult to see that [v1; v2; : : : ; vn] is a 3-clique ordering
of G.

A pair of vertices u; v of a connected graph G is a separating pair if deleting u; v
from G disconnects G. Note that any visibility graph is 2-connected, since it has a
hamiltonian cycle corresponding to the polygon boundary. We now prove that:

Corollary 4. Any 3-connected component of a visibility graph has a 3-clique ordering
starting from any triangle.

Proof. Let G be a visibility graph and let P be its corresponding simple polygon. If
G is 3-connected, then by Theorem 3, we are done. In the following, assume that G
is not 3-connected. For convenience, we will use the same name for a vertex of G
and for its corresponding vertex in P. Since G is not 3-connected, G has a separating
pair u; v. Since G has a hamiltonian cycle, G\{u; v} consists of exactly two connected
components C1 and C2. Set V1 =V (C1) and V2 =V (C2) for easy writing. Let V ′

1 (V
′
2 )

be the corresponding set of vertices of V1 (V2) in P. Also, let G1 =G[V1 ∪{u; v}] and
let G2 =G[V2 ∪{u; v}]. To prove this corollary, it is suHcient to prove that both G1
and G2 are visibility graphs.



424 C. Chen / Theoretical Computer Science 276 (2002) 417–424

We claim that no vertex of P is on the line segment uv, except u; v. Suppose this
is not true and x is on the line segment uv. Since u; v is a separating pair, V ′

1 �= ∅ and
V ′
2 �= ∅. Without loss of generality, assume that x∈V ′

1 . Since P is a simple polygon and
V ′
2 �= ∅; x must see a vertex y∈V ′

2 . Hence xy is an edge of G with x∈V1 and y∈V2.
This contradicts the assumption that u; v is a separating pair. From the above, no vertex
of P is on the line segment uv, except u; v. Thus cutting P along the line segment uv
divides P into two simple subpolygons P1 and P2. Without loss of generality, assume
that x is in P1. Then it is not diHcult to see that G1 is the visibility graph of P1 and
G2 is the visibility graph of P2. We are done.
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