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In this paper, a color image retrieval method based on the primitives of images will be
proposed. First, the context of each pixel in an image will be defined. Then, the contexts
in the image are clustered into several classes based on the algorithm of fast noniterative
clustering. The mean of the context in the same class is considered as a primitive of
the image. The primitives are used as feature vectors. Since the numbers of primitives
between images are different, a specially designed similarity measure is then proposed to
do color image retrieval. To better adapt to the preferences of users, a relevance feedback
algorithm is provided to automatically determine the weight of each primitive according
to the user’s response. To demonstrate the effectiveness of the proposed system, several
test databases from Corel are used to compare the performances of the proposed system
with other methods. The experimental results show that the proposed system is superior
to others.

Keywords: Content-based image retrieval; primitives; clustering; relevance feedback
algorithm.

1. Introduction

In recent years, with the construction of digital libraries, the management of the

large multimedia databases such as color photographs, trademarks, stamps and

paintings has become an important issue. Thus, the demand for an automatic and

user-friendly image retrieval system based on image content has become urgent.

QBIC5,11 proposed by IBM is such a system, in which users can choose one kind

of feature: color histogram, color layout, texture and shape to do image retrieval.

The color histogram is invariant to rotation, translation and scaling. However, two

images with similar color histograms may look very different, due to which the

locations of the color regions in an image are ignored. This can be solved by using

a color layout. Color layout is concerned more on the rough color positions, but the

detailed context of an image is not considered. Texture features derived from the

second-order statistics are suitable only for images full of textures, such as cloud,

sand, grass and cloth, etc. However, in the real world, only a few images have

texture spreading over the whole image. Thus, for a natural image, if users only
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take the texture features to do retrieval, a good result will not be expected. Shape

features consist of shape area, circularity, eccentricity, major axis orientation and

invariant moments. For some special type of images such as trademarks and Chinese

antiques, the shape features are very important. However, there does not exist a

characteristic shape in many natural images. In summary, if users take only one

kind of feature, the retrieval result will not be satisfied. Although, QBIC provides

four kinds of features, users can choose only one kind of features to do retrieval.

Thus, how to combine various features to get better results is a significant research

topic.

Virage system2,15 provides four features: color histogram, color layout, texture

and structure (object boundary information). Users can arbitrarily combine the

above four features to do similar image retrieval. In addition, the weight of each

feature can be adjusted by users to get better retrieval result. For example, for

some images, such as cars and balloons, with special shapes, the feature of object

boundary should be emphasized. However, it is difficult for a user to properly select

the weights for the above four features. Thus, how to find a good method that can

automatically adjust the weights is important.

MARS system9,10 uses a relevant feedback algorithm12 to automatically adjust

the weights among color, texture,17 and shape features interactively with users.

Moreover, the weight of each component among a feature vector can also be ad-

justed. In the above-mentioned systems, the spatial relationship in each image is

not taken into consideration during the process of retrieval. The color layout can

roughly describe the color positions in an image, but not fully specify the relation-

ship among the color regions.

The WebSEEk system13,16 considers this type of relationship. Each image is

first mapped onto a color set with 166 colors in the HSV color space and then

segmented into several regions. A 2D string is constructed to represent the spatial

relationships among these regions and used for querying a similar image. However,

similar images may have different segmentation results, which will produce very

different 2D strings and thus affect the retrieval results.

For reducing the influence of improper segmentation, Blobworld system,3 which

is developed under the digital library project of University of California-Berkeley,

transforms the raw image data to a small set of image regions, called blobs. Each

blob, which roughly corresponds to an object or a part of an object, is coherent in

color and texture. For images, such as the sunset, zebra, or sky, proper blobs can

be easily extracted. However, it is hard to guarantee that the proper representative

blobs could be found in each color image.

All the above-mentioned color features only contain the color information of each

pixel in an image or the global spatial relation among regions, the local relationship

among neighboring pixels is not involved. Huang et al.7 proposed a kind of feature,

called color correlograms, and used it for image retrieval. A color correlogram ex-

presses how the spatial correlation of pairs of colors changes with distance. In order

to reduce the size of the feature set, each image is quantized into 64 colors in the
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RGB color space. However, if an image contains various colors, such as stain-glass

images, 64 colors are not enough to represent the color information.

Maron and Ratan8 also proposed a kind of feature, called instance, to consider

the local relationship among neighboring pixels for image classification. An instance

consists of the color information of a subimage, not just a pixel. Some representative

instances are calculated for each image class (for example: waterfall, sunset, or

mountain) by a semi-automatically learning algorithm. Each image in the testing

database can be classified correctly by using the representative instances. However,

it is not appropriate to apply the algorithm to do similar image retrieval, since there

are two problems. The first problem is that the representative instances for each

image class must be found in advance. Therefore, what kinds of classes existing in

an image database and the training images for each class must be manually decided.

The second and most serious problem is that we can merely decide what class an

image is, but cannot extract those similar images.

In this paper, a color image retrieval method based on the primitives of images

will be proposed. In the proposed method, for each image, some primitives are

first extracted to represent the most important components in the image. Using

the primitives as feature vectors, a similarity measure is proposed to perform color

image retrieval. Besides, a relevance feedback algorithm is given to automatically

adjust the weight of each primitive according to the user’s response. In order to show

the effectiveness of the proposed method, some comparisons among the proposed

method and others are also provided. The rest of the paper is organized as follows.

In Sec. 2, we will introduce the extracting method for the proper primitives of each

image. In Sec. 3, the similarity measure and the relevance feedback algorithm are

described. The experimental results are described in Sec. 4. Finally, conclusions will

be given in Sec. 5.

2. Primitive Extraction

In this section, we will describe a kind of color feature, called primitive, which will

be used for color image retrieval. Before introducing the primitive, the context will

be first defined since the primitives will be extracted based on contexts.

2.1. Contexts

For a color image, the RGB model is the well-known color model. However, it is

not appropriate for color image retrieval. The major reason is that the three com-

ponents (red, green, and blue) have very high dependency and the luminance of

each pixel is embedded in these three components simultaneously. Thus, two col-

ors with small distance in the RGB space may look totally different. Contrarily,

the YIQ model is more related to the human perception, since it can isolate lu-

minance and chrominance. Hence, in this paper, we take the YIQ model as the

color model. To reduce the influence of noise, each image is first down-sampled. Let
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f(x, y) = (Yx,y, Ix,y, Qx,y) denote the color value of the down-sampled image lo-

cated at (x, y). The context of a point a, located at (x, y), is defined by a 15-tuple

vector:

Ca[ca,1, ca,2, . . . , ca,15]

where

ca,1 = α1Yx,y, ca,2 = α2Ix,y, ca,3 = α3Qx,y ,

ca,4 = α1(Yx,y − Yx,y−1), c1,5 = α2(Ix,y − Ix,y−1), ca,6 = α3(Qx,y −Qx,y−1) ,

ca,7 = α1(Yx,y − Yx+1,y), ca,8 = α2(Ix,y − Ix+1,y), ca,9 = α3(Qx,y −Qx+1,y) ,

ca,10 = α1(Yx,y − Yx,y+1), ca,11 = α2(Ix,y − Ix,y+1), ca,12 = α3(Qx,y −Qx,y+1) ,

ca,13 = α1(Yx,y − Yx−1,y), ca,14 = α2(Ix,y − Ix−1,y), ca,15 = α3(Qx,y −Qx−1,y) ,

and α1, α2, α3 are the weights of the color components, respectively. ca,4 to ca,15

denote the weighted color differences between a and its four neighbors, as shown in

Fig. 1.

From the above definition, we can see that two points with the same color values

and their corresponding neighbors with different color values will have different

contexts. For example, the two points a and b shown in Fig. 2 will be classified as

(x-1, y)

(x, y-1) (x, y) (x, y+1)

(x+1, y)

Fig. 1. The four neighbors of the pixel (x, y).

a�

 b



Fig. 2. An example of two points a and b with the same color values and different contexts.
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the same group if only color histogram is used. However, they will be regarded as

different classes if the context is used as a feature. From the above definition, for a

down-sampled image, a clustering method1 is applied to find several representative

contexts, called primitives. Then these primitives are used to represent the image.

2.2. Primitives

In this section, a progressive constructive clustering algorithm6 is used to find the

primitives of an image. The algorithm will classify all contexts in an image into

several clusters. The central vector of each cluster is regarded as a primitive of the

image.

Before describing the algorithm, several definitions and measures are stated.

The central context, Pk, of the kth context cluster is defined by

Pk = [pk,1, pk,2, . . . , pk,15] =

∑nk
j=1 Cakj
nk

=

[∑nk
j=1 cakj,1
nk

,

∑nk
j=1 cakj,2
nk

, . . . ,

∑nk
j=1 cakj,15

nk

]
, (1)

where Cakj , j = 1, 2, . . . , nk, belongs to the kth context cluster. In addition, the

Euclidean distance between Ca and Pk is defined as follows:

da,k =

√√√√ 15∑
i=1

(ca,i − pk,i)2 .

According to the above definitions, the progressive constructive clustering algorithm

is described as follows.

Step 1. For an image, randomly choose a point r in the image and take its context

Cr as the central context, P1, of Cluster 1.

Step 2. Take one context Ca, which is not processed, and find its nearest central

vector, Pk′ , from the existing clusters. If da,k′ is larger than a predefined distance

threshold, Td, go to Step 4.

Step 3. The context Ca is put in the k′th context cluster and Pk′ is updated

according to Eq. (1). Go to Step 5.

Step 4. Create a new cluster and take Ca as the central context of the new cluster.

Step 5. If all contexts have been processed, exit; otherwise, go to Step 2.

The advantage of this algorithm is that the clustering process is fullfilled in

one iteration. After all the contexts in an image have been classified, the central
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contexts of all clusters are regarded as the primitives of the image. Note that during

the construction of an image database, the primitives will also be attached to each

image for retrieval purpose. Since the distance threshold, Td, is fixed for all images,

the number of primitives varies for different images. To treat this situation, a new

method to evaluate the similarity between two images with different number of

primitives will be proposed.

3. Color Image Retrieval

In this section, a similarity measure between two images with variant numbers of

primitives is provided first. Each primitive represents one of the major components

in an image and its importance will be expressed by the corresponding weight,

which will be used in the similarity measure. Thus, a method to adjust the weights

of all primitives in response to each user’s subjective point of view will be proposed.

Initially, each primitive is set the same weight. Then, a relevance feedback algorithm

is provided to automatically adjust the weights of all primitives according to the

retrieval result and the user’s response.

3.1. Similarity measure

Before introducing the similarity measure, we will first describe several definitions.

The kth primitive of a query image q is a 15-tuple vector: P qk = [pqk,1, p
q
k,2, . . . , p

q
k,15],

where k = 1, 2, . . . ,m, and m is the number of primitives in the query image. The

λth primitive for a matching image s is defined by P sλ = [psλ,1, p
s
λ,2, . . . , p

s
λ,15]. The

distance between P qk and P sλ is defined as follows:

Dq,s
k,λ =

√√√√ 15∑
i=1

(pqk,i − psλ,i)2 .

The minimum distance between P qk and all the primitives of s is defined by

Dq,s
k = min

λ
(Dq,s

k,λ) .

The distance between the query image q and the matching image s is defined by

Dq,s =
m∑
k=1

ωk × nqk ×D
q,s
k ,

where nqk is the number of contexts in the kth cluster and ωk is the weight for the

kth primitive. Initially, ωk is set to 1. The similarity between q and s is defined by

the inverse of Dq,s and is evaluated as

Simq,s =
1

Dq,s
.

Note that the larger Simq,s a matching image has, the more similar it is to

the query one. Thus, we find several top similar images to the query one based on
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Simq,s. Next, a relevance feedback algorithm is provided to automatically adjust

the weight of each primitive according to the current retrieval result and the user’s

response.

3.2. Relevance feedback algorithm

In this subsection, a relevance feedback algorithm is provided to automatically

adjust the weight of each primitive according to the user’s response. First, the initial

retrieval result is derived using a set of fixed weights. To meet the user’s subjective

point of view, a user chooses u relevant images, R1, R2, . . . , Ru, and t nonrelevant

images, N1, N2, . . . , Nt, from the current retrieval result. These relevant images are

more similar to the query one from the user’s viewpoint and the nonrelevant images

are more dissimilar. Then, a more important primitive in the query image should

occur more frequently in the set of relevant images and less frequently in the set of

nonrelevant images. Thus, according to this phenomenon, a representative vector

for the kth primitive of the query image is redefined by Mk:

Mk =
1

u+ 1

(
P qk +

u∑
i=1

PRi
k̂

)
, k = 1, 2, . . . ,m ,

where

k̂ = arg min
λ

(Dq,Ri
k,λ ) .

Then, the standard deviations for the kth primitive from relevant and nonrelevant

images are defined by

σrel
k =

√
(P qk −Mk)(P

q
k −Mk)T +

∑u
i=1[(P

Ri
k̂
−Mk)(P

Ri
k̂
−Mk)T

u+ 1
,

k = 1, 2, . . . ,m ,

and

σnonrel
k =

√∑t
i=1[(P

Ni
k̂
−Mk)(P

Ni
k̂
−Mk)T ]

t
, k = 1, 2, . . . ,m .

From the above definitions, for each Pk, if σrel
k is small and σnonrel

k is large, Pk should

be an important primitive and its corresponding weight, ωk, should be increased.

Therefore, ωk can be adjusted as

ωk =
σnonrel

σrel
k

.

After adjusting all of the weights, the retrieval result for the second time is obtained.

In general, the new retrieval result will be closer to what the user really wants.

Furthermore, a user can interactively repeat the search process until a satisfactory

retrieval result is obtained.

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
20

02
.1

6:
23

9-
25

5.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 N

A
T

IO
N

A
L

 C
H

IA
O

 T
U

N
G

 U
N

IV
E

R
SI

T
Y

 o
n 

04
/2

7/
14

. F
or

 p
er

so
na

l u
se

 o
nl

y.



March 11, 2002 12:6 WSPC/115-IJPRAI 00163

246 J.-L. Shih & L.-H. Chen

4. Experimental Results

To evaluate the performance of the proposed method, experiments have been con-

ducted based on Corel photo library, which is often used by image retrieval research

groups.7,8,17 There are two major test databases, D1 and D2, selected from Corel

in our experiments. D1 is a small and well-classified test database. Based on D1, we

also implement other methods using the color histogram,5 color moment,14 color

set,13 or color correlograms7 as features to compare their performances with ours.

On the other hand, Zhou et al.17 have provided their retrieval results of using

water-filling and wavelet moments as features on a large test database which are

also obtained from Corel. Thus, we select images from Corel to establish a large

database D2 with the same size as that used in Zhou’s. Using D2, we apply our

method to compare the performances with water-filling and wavelet moments with-

out implementing their methods. Finally, we also compare our performance with

color histogram, color moment, color set and color correlograms on D2.

4.1. Experimental results on small database D1

The small database D1 has 1300 images. These images are classified into 13 classes,

including the flower, stained glass, woman, sunset, sports car, sailboat, ancient

architecture, dinosaur, duck, waterfall, painting, underwater world and gong fu.

Each class contains 100 images. Figure 3 shows several example images for each

       

    01-001         01-010         02-031      02-026     03-001   03-005       04-001         04-099

      
     05-001          05-074         06-020          06-092          07-008       07-021      08-002

      
     08-087          09-018          09-078       10-025       10-061         11-021       11-038

   
     12-008         12-077          13-001       13-100

Fig. 3. Several example images from the database D1.

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
20

02
.1

6:
23

9-
25

5.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 N

A
T

IO
N

A
L

 C
H

IA
O

 T
U

N
G

 U
N

IV
E

R
SI

T
Y

 o
n 

04
/2

7/
14

. F
or

 p
er

so
na

l u
se

 o
nl

y.



March 11, 2002 12:6 WSPC/115-IJPRAI 00163

A Context-Based Approach for Color Image Retrieval 247

class of D1. The first term in the file number denotes the class number and the

second term the image number. For example, “01-001” stands for the first image in

Class 1 (flower). The performance is measured by recall and precision.4 Note that

the recall, Re, is defined by the following equation:

Re =
N

T

where N is the number of relevant images retrieved and T is the total number of

relevant images. The precision, Pr, is defined as follows:

Pr =
N

K

where N is the number of relevant images retrieved and K is the total number of

retrieved images.

Fig. 4. The precision comparison on D1 using different weights of Y , α1. The weights of I and
Q are set to 1, α2 = α3 = 1.

Fig. 5. The precision comparison in D1 using different distance thresholds, Td.
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In image retrieval, color components (I and Q) are more important than lumi-

nance component (Y ). Hence, the weights of I and Q components must be larger

than that of the Y component. To show the phenomenon, Fig. 4 compares the

precision using a set of weight assignments to α1, α2 and α3 which denote the

weight of Y , I and Q, respectively. As Fig. 4 shows, if the influence of luminance

is appropriately reduced, a better retrieval result can be expected. Hence, in our

experiments α1, α2 and α3 are set to 0.3, 1, and 1, respectively.

The number of primitives depends on the distance threshold, Td. If Td is larger,

the average number of primitives in each image will be reduced and the retrieval

speed will be fast. However, the contexts within each class will have higher variance,

and thus the corresponding primitive would not represent a certain component

well. This will slightly reduced the retrieval efficiency. In Fig. 5, the comparison

of precision based on the same down-sampled image sizes, 50× 50, and different

distance thresholds is shown.

(a) (b)

Fig. 6. The performance comparison among the proposed method with or without using the
relevance feedback algorithm and other methods on D1. (a) The precision curves. (b) The precision
versus recall curves (T = 100).

Fig. 7. The precision comparison for each class of D1 among the proposed method and other
methods (K = 50).
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To show the performance of the proposed method, the retrieval results are com-

pared with those retrieved by color histogram, color correlograms, color moment

or color set on D1. As shown in Fig. 6, the proposed method is much better than

other methods. In all of the above experiments, the relevance feedback algorithm

is not applied. To make the retrieval results meet the user’s need, a user chooses

a set of relevant images he really wants and he does not concern with nonrelevant

images from the retrieval result. Then, the proposed relevance feedback algorithm

is applied to obtain the new retrieval result that in general will be closer to what

the user really wants. The result is also shown in Fig. 6. The detailed comparison

of performances for each class is shown in Fig. 7. Since color histogram, color set

and color moment do not consider the color information of neighboring pixels and

the color correlograms quantize the images into fixed number of colors. Thus, our

method has much better performance on the classes with more complex color layout,

such as the stain-glass, painting, and under-water images, as shown in Fig. 7.

Two examples are further presented to illustrate the effectiveness of using the

relevance feedback algorithm (see Figs. 8–11). In Fig. 8, the first big red flower

is used as the query image and the others are the nineteen most similar images

searched by applying the proposed method without user’s feedback. Although the

component in the query image is a big flower, we can retrieve both big and smaller

flower images. Note that the thirteenth underwater-world image, which looks

Fig. 8. The initial retrieval result of the big red flower of D1 shown in the first image without
using the relevance feedback algorithm.
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Fig. 9. The retrieval result of the big red flower of D1 after using the relevance feedback algorithm.

Fig. 10. The initial retrieval result of the underwater world image of D1 shown in the first image
without using the relevance feedback algorithm.
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Fig. 11. The retrieval result of the underwater world image of D1 after using the relevance
feedback algorithm.

different from the query one, is also retrieved because its right part has red corals.

If we select the third image as the relevant one and the thirteenth image as the

nonrelevant one, and then apply the relevance feedback algorithm, a better retrieval

result is obtained (see Fig. 9). As shown in Fig. 10, the first underwater-world image

is used as the query image and the others are nineteen most similar images. As

Fig. 10 shows, we can see that the seventh, ninth, tenth and eighteenth retrieved

images do not belong to the underwater-world class. After applying the relevance

feedback algorithm, we obtain a good result (see Fig. 11).

4.2. Experimental results on large database D2

Water-filling and wavelet moments17 have been used to do color image retrieval on

a large database which consists of 17695 images from Corel with 400 airplanes and

100 American eagles. In order to do an objective comparison, we conduct two test

databases, D2-1 and D2-2, from Corel. D2-1 has 17695 images with 400 airplanes

and 100 eagles. In D2-1, we did not take images with blue sky (almost all of the

airplanes and eagles with blue sky). In D2-2, we take the first 17195 images from

Corel according to Corel’s serial numbers plus 400 airplanes and 100 eagles. That

is, those images of D2-2 are more varied and not classified. Table 1 shows the

comparison in terms of averaged number of relevant images that are retrieved for

100 airplanes and 100 eagles as query images on D2-1 and D2-2. From Table 1, we
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Table 1. Average number of relevant images that are retrieved for 100

airplanes and 100 eagles as query images on D2-1 and D2-2. The numbers
of retrieved images are 10, 20, 40 and 80.

10 20 40 80

Airplanes Our method on D2-1 6.2000 11.130 19.680 32.170

Our method on D2-2 4.1500 6.9200 11.420 18.170

Water-filling 3.5600 6.2900 10.920 18.030

Wavelet moments 3.3200 5.7500 9.9400 17.070

Eagles Our method on D2-1 5.8700 9.8100 16.010 24.140

Our method on D2-2 3.3100 4.9500 7.0400 9.4800

Water-filling 2.6538 3.3269 4.9135 6.7885

Wavelet moments 1.9808 2.8173 4.4327 6.5769

Fig. 12. The comparison of precision among the proposed method with or without using the
feedback algorithm and other methods on D2-2.

can see that our method is superior to water-filling and wavelet moments in the

large test database.

Finally, based on D2-2, we also implement several other methods using color his-

togram, color moment, color set or color correlograms as features to compare their

performance with ours in the large test database. We randomly select 40 classes and

5 images for each class from D2-2 as query images. Those 200 query images include

the tiger, boat, underwater world, sunset, eagle, lion, penguin, elephant, horse,

flower, mountain, swim pool, fox, waterfall, goat, cat, dog, architecture, pyramid,

duck, monkey, etc. Since it is difficult to decide the total number of relevant images

of each class in the large test database in advance, we just compare the precision

(see Fig. 12). We can see that our method is also superior to other methods on the

large test database.
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5. Conclusions

Content-based image retrieval (CBIR) has emerged as one of the most active re-

search areas in recent years. Most of the early research use the color features,

including color histogram, color set, color moment and color layout, to do image

retrieval. These features only contain the color information of each pixel in an im-

age or the global spatial relations among regions, but the local relationship among

neighboring pixels is not involved. Hence, in this paper, a new color image re-

trieval method based on the color information of the neighboring pixels has been

proposed. First, the primitives of each image are extracted. Then, using the prim-

itives, a similarity measure between two images is then proposed for color image

retrieval. The experimental results have shown that the proposed method is very

efficient and outperforms the methods using color histogram, color moment, color

set, color correlograms, water-filling, wavelet moments as features. Furthermore,

to make the retrieval result more close to the user’s need, a relevance feedback

algorithm is proposed to automatically determine the importance of each feature

vector. The experimental results also show that the retrieval results after using the

relevance feedback algorithm are more appropriate to what the users really want.

The future research direction is to combine the primitive and other kinds of feature

vectors, such as shape and texture, to do image retrieval.
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