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Abstract

The purpose of video segmentation is to segment video sequence into shots where each shot represents a sequence of
frames having the same contents, and then select key frames from each shot for indexing. Existing video segmentation

Ž .methods can be classified into two groups: the shot change detection SCD approach for which thresholds have to be
pre-assigned, and the clustering approach for which a prior knowledge of the number of clusters is required. In this paper,

Ž .we propose a video segmentation method using a histogram-based fuzzy c-means HBFCM clustering algorithm. This
algorithm is a hybrid of the two approaches aforementioned, and is designed to overcome the drawbacks of both approaches.
The HBFCM clustering algorithm is composed of three phases: the feature extraction phase, the clustering phase, and the
key-frame selection phase. In the first phase, differences between color histogram are extracted as features. In the second

Ž . Ž .phase, the fuzzy c-means FCM is used to group features into three clusters: the shot change SC cluster, the suspected shot
Ž . Ž .change SSC cluster, and the no shot change NSC cluster. In the last phase, shot change frames are identified from the SC

and the SSC, and then used to segment video sequences into shots. Finally, key frames are selected from each shot.
Simulation results indicate that the HBFCM clustering algorithm is robust and applicable to various types of video
sequences. q 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Multimedia information is ubiquitous. Among dif-
ferent types of media; e.g., text, graphic, image,
audio, and video, video is the most challenging one
since its contents are rich and need large storage
space. However, because of the decreasing cost of
storage devices, improving compression techniques,
and the advent of high speed networking, digital
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video is becoming available at an ever-increasing
rate. One important research topic on video concerns
the efficiency and effectiveness of querying video
database.

Video segmentation is the first step of building a
video query system. The purpose here is to segment
video sequence into shots where each shot represents
a sequence of frames having the same content. Once
shots are identified, key frames are extracted from
each shot for indexing. These indexed key frames
from the basis of querying video database.

In order to find the right number of shots and
select the optimal set of key frames from each shot,
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video segmentation techniques have to detect shot
changes correctly. There are two types of shot
changes, abrupt and gradual. Abrupt shot change
resulting from editing cuts is usually easy to be
detected. Gradual shot change resulting from chro-

w xmatic edits, spatial edits, and combined edits 1–3 is
in general hard to be detected. Existing video seg-
mentation methods can be classified into two groups:

Ž .the shot change detection SCD approach for which
thresholds have to be pre-assigned, and the clustering
approach for which a prior knowledge of the number
of clusters is required. The major problem of SCD
lies on the difficulty of specifying the correct thresh-
old, which determines the performance of SCD. As
to the clustering approach, the right number of clus-
ters is hard to be found. Different clustering may
lead to completely different results.

In this paper, we propose a video segmentation
method using a histogram-based fuzzy c-means
Ž .HBFCM clustering algorithm. This algorithm is a
hybrid of the two approaches aforementioned, and is
designed to overcome the drawbacks of both ap-
proaches. The HBFCM clustering algorithm is com-
posed of three phases: the feature extraction phases,
the clustering phase, and the key-frame selection
phase. In the first phase, differences between color
histogram are extracted as features. In the second

Ž .phase, the fuzzy c-means FCM is used to group
Ž .features into three clusters: the shot change SC

Ž .cluster, the suspected shot change SSC cluster, and
Ž .the no shot change NSC cluster. In the last phase,

shot change frames are identified from the SC and
the SSC, and then used to segment video sequences
into shots. Finally, key frames are selected from each
shot. The HBFCM clustering algorithm has the fol-
lowing two distinct merits: first, it does not need the
threshold as required by the shot change detection
approach; second, it introduces the SSC cluster,
which is not considered in the clustering approach.
Simulation results indicate that the HBFCM cluster-
ing algorithm is robust and applicable to various
types of video sequences.

In Section 2, existing video segmentation algo-
rithms are examined. The HBFCM clustering algo-
rithm is detailed in Section 3. In Section 4, simula-
tion results are presented and analyzed. In Section 5,
we conclude this paper with possible future direc-
tions.

2. Literature review

A number of video segmentation algorithms has
w xbeen reported in the literature 4–13 . In general,

these algorithms can be classified into two major
groups: the shot change detection approach and the
clustering approach.

2.1. Shot change detection approach

All SCD algorithms are threshold-based. Inter-
frame differences are obtained by measuring differ-
ences between pixels, histograms, or blocks. If the
difference is higher than the pre-assigned threshold,
a shot change is declared.

[ ]2.1.1. Pixel-based algorithms 4
Pixel-based algorithms compare the pixels of two

frames across the same location and can be formu-
lated as

M N

< <D f , f s f x , y y f x , y 1Ž . Ž . Ž .Ž . Ý Ý1 i j i j
xs0 ys0

where the size of an M rows by N columns frame is
Ž .M)N, f x, y denotes the measurement in terms ofi

intensity, luminous, gray, or color, of the pixel at
Ž .position x, y for the ith frame. The inter-frame

difference between frames f and f is representedi j
Ž .as D f , f . A shot change is declared whenever1 i j

Ž .D f , f exceeds the pre-assigned threshold. Pixel-1 i j

based algorithms are sensitive to noise, object mo-
tion, or camera operation.

[ ]2.1.2. Histogram-based algorithms 5–8
The intensityrcolor histogram of a grayrcolor

� Ž . <frame f is an n-dimensional vector H f ,k ks
41,2, . . . ,n where n is the number of levelsrcolors,

Ž .and H f ,k the number of pixels of levelrcolor k in
frame f.

w xTonomura 5 has proposed a technique based on
the gray-level histogram difference. The histograms

Ž .of frames f and f are denoted as H f ,k andi j i
Ž .H f ,k , respectively. Histogram difference is de-j

fined as
n

< <D f , f s H f ,k yH f ,k . 2Ž . Ž .Ž . Ž .Ý2 i j i j
ks1
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Ž .A cut is declared if D f , f is greater than the2 i j
w xpre-assigned threshold. Gargi et al. 6 have investi-

gated the performance of the histogram-based algo-
rithm using different color spaces. In the RGB color

Ž .space, formula 2 can be rewritten as

n
R R< <D f , f s H f ,k yH f ,kŽ .Ž . Ž .ŽÝ3 i j i j

ks1

< G G <qH f ,k yH f ,kŽ . Ž .i j

< B B <qH f ,k yH f ,k . 3Ž . Ž .Ž . .i j

To illustrate the difference between two frames
w xacross a cut, Nagasaka and Tanaka 7 have proposed

the use of the chi-square test to compare two his-
Ž . Ž .tograms, H f ,k and H f ,k . The chi-square test isi j

defined as

2
n H f ,k yH f ,kŽ . Ž .Ž .i j

D f , f s . 4Ž .Ž . Ý4 i j H f ,kŽ .jks1

Ž .If the difference D f , f is larger than the pre-as-4 i j
Ž .signed threshold, a shot change is declared. D f , f4 i j

enhances the differences between cuts as well as the
w xchanges due to object or camera motion 8 ; how-
Ž .ever, the computational complexity of D f , f is4 i j

Ž .greater than D f , f .2 i j
w xZhang et al. 8 suggested the so-called Atwin-

comparisonB technique to detect gradual shot change.
Two thresholds, T and T , where T -T , are setb s s b

for abrupt shot change and gradual shot change,
respectively. Whenever the histogram difference
value exceeds threshold T , an abrupt shot change isb

declared. Any frame whose histogram difference sat-
Ž .isfies T -D f , f -T is considered as a potentials 2 i j b

starting frame for gradual shot change. This frame is
then compared to subsequent frames. This is called
the accumulated comparison. The last frame of the
gradual shot change is detected when the difference
between consecutive frames decreases to a value less
than T , while the accumulated comparison increasess

to a value larger than T .b

[ ]2.1.3. Block-based algorithms 9,10
Pixel by pixel difference and intensityrcolor his-

togram are used as global attributes in pixel-based
algorithms and histogram-based algorithms, respec-

w xtively. Blocked-based algorithm 9,10 use local at-
tributes instead to reduce the effect of noise or
camera flash. Here, each frame f is partitioned intoi

a set of k blocks, called sub-frames. Rather than
comparing frame i with frame j, every sub-frame of
f is compared with the corresponding sub-frame ofi

f . The difference of each sub-frame can be measuredj

by either the pixel-based or the histogram-based
algorithm. Whenever the difference between a sub-
frame of f and the corresponding one of f isi j

greater than the pre-assigned threshold, it is marked
as a changed sub-frame. A shot change is declared
whenever the number of changed sub-frames is
greater than a given lower bound.

All SCD algorithms are threshold-based. If the
threshold is too low, too many key frames will be
extracted, resulting to a high redundancy of their
visual contents. As for a high threshold, the set of
key frames may be very sparse. Above all, most
studies on the statistical behavior of frame difference
w x4 clearly indicate that a threshold that is appropriate
for one type of video data will not yield acceptable
results for other types of inputs.

2.2. Clustering approach

w xClustering techniques 15 in general are used to
organize and categorize data according to pre-as-
signed criteria. The K-means clustering and the fuzzy

Ž .c-means Appendix A clustering are two most no-
ticeable clustering algorithms. In a K-means cluster-
ing algorithm, a sample is assigned to one and only
one cluster, so a clear partition is possible. However,
as to a fuzzy c-means clustering algorithm, a sample
is assigned a membership function for each cluster,
so a fuzzy partition is made.

2.2.1. K-means clustering algorithms
w xHanjalic and Zhang 13 apply the partitional

w xclustering technique 16 to all frames of a video
sequence, and select the most suitable clustering
option using an unsupervised procedure for cluster-
validity analysis. Key frames are selected from cen-
troids of optimal clusters obtained. Although they
have proposed a cluster-validity analysis procedure
to determine the optimal number of clusters, there
still have some unanswered questions. The video
sequences of interest are rather constrained to those
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having short, well-defined, and reasonably structured
contents. That is, to efficiently apply their approach
to a long video sequence, it is necessary to first
segment the video sequence into well-structured
fragments. Therefore, their approach may not be
directly applicable to long video sequences, espe-
cially for those video sequences with high shot
change rates. Furthermore, some parameters; e.g.,
the number of clusters, the measurement of reference
dispersion, are not clearly defined. Also, they did not
explain how to derive key frames when discontinu-
ous frames occur within one cluster; this situation is
quite possible when the video sequence contains lots
of shot change frames.

2.2.2. Fuzzy c-means clustering algorithms
w xJoshi et al. 11 apply fuzzy clustering to short

video sequences with gradual shot change only. For
each shot, its centroid frames are selected as key
frames. Their approach has two major problems.
First, the number of clusters has to be pre-assigned.
In real situation, the actual number of clusters may
not be known in advance. Second, the more abrupt
shot changes in a long video sequence, the more
erroneous clustering. Therefore, their method is not
suited for long video sequences with abrupt shot
changes.

3. The HBFCM clustering algorithm

The HBFCM clustering algorithm is a hybrid of
the shot change detection algorithm and the cluster-
ing algorithm. It is designed to be threshold-free. It
first measures histogram differences between frames,
which are then used as inputs to the clustering
algorithm. The number of clusters chosen is three

w xinstead of two. Two-cluster approaches 12 may
erroneously put frames into wrong clusters while
handling boundary conditions; i.e., those frames in
which shot change is difficult to be detected. The

additional cluster suggested that the HBFCM cluster-
ing algorithm contains all ambiguous frames. Heuris-
tic is developed to resolve those ambiguities.

The algorithm
As illustrated in Fig. 1, the HBFCM clustering

algorithm is composed of three phases: the feature
extraction phase, the clustering phase, and the key-
frame selection phase. Following are detailed discus-
sions of each phase.

3.1. Feature extraction phase

In this phase, each frame is compared with its
previous frame using the color histogram difference

Ž .as shown in Eq. 3 . Frame dissimilarities are ex-
tracted as features. We have considered the red–

Ž .green–blue RGB color coordinates, along with the
w xYCbCr color space. In Ref. 11 , it has been shown

that luminance and chrominance information con-
tained in the YCbCr color space can be used for shot
change detection.

3.2. Clustering phase

In this phase, the fuzzy c-means algorithm is used
to group frame dissimilarities obtained in the feature
extraction phase into three clusters: the shot change
Ž . Ž .SC cluster, the suspected shot change SSC clus-

Ž .ter, and the no shot change NSC cluster. The SSC
suggested that this phase contains all frames in which
shot changes are difficult to be detected. The FCM-
based clustering procedure iteratively minimizes the

Ž .criterion function as shown in Eq. A1 . Detailed
description is given as follows.

The FCM clustering procedure
rr The input values are frame dissimilarities.
rr The output values are SS, SSC, and NSC
clusters.

Fig. 1. The HBFCM clustering algorithm.
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rr c represents the number of clusters, w the
exponential weight, and

Ž .rrm ’s is1, . . . , c, ks1, . . . ,n the member-i k

ship values

1. Initialize parameters c and w; and then assign
values to m ’s using either a random functionik

or an approximation method.
2. Do
3. For each cluster c, update center using Eq.

Ž .A6 and
Ž .4. m ’s using Eq. A5 ;ck

Ž .5. Until all centers are stabilized
6. Assign frame dissimilarities to the SC cluster,

the SSC cluster, or the NSC cluster according
to m ’s.i k

In the simulation, c and w are set to 3 and 1.5,
respectively. Different initial values of m ’s and wi k

may result in different clustering of SC and SSC.
Nevertheless, the SC and SSC always contain all
shot change frames.

3.3. Key-frame selection phase

In this phase, shot change frames are first identi-
fied from the SC and SSC, and then are used to
segment video sequences into shots. Finally, centroid
frames of each shot are selected as key frames. The
key-frame selection procedure is stated as follows.

The key-frame selection procedure
rr The input values are the SC, the SSC, and
video sequence.
rr The output values are key frames

1. Label all frames in SC as shot change frames
Ž .SCFs .

2. Select possible SCFs from the SSC cluster
using heuristic.

3. Segment the video sequence into shots accord-
ing to the SCFs obtained in steps 1 and 2.

4. For each shot, select its centroid frames as key
frames.

In the second step, a heuristic is developed to
resolve the uncertainty existing in the SSC cluster.
As shown in Fig. 2, for every two consecutive

Ž . Ž .frames in SC, SC i and SC iq1 , all SSC frames;
Ž .namely, SSC k ks j, jq1, . . . , jqny1, con-

Ž . Ž .taining between SC i and SSC iq1 , are checked.
Ž .SSC k is declared as a shot change frame if its

histogram difference satisfies the following inequal-
ity

H SSC kŽ .–

) )Gparam 0.5 H SC i qH SC iq1Ž . Ž .Ž .– –
5Ž .

Ž .where H SSC k represents the histogram difference–
Ž . Ž .of SSC k , H SC i the histogram difference of–

Ž . Ž . ŽSC i , H SC iq1 the histogram difference of SC i–
.q1 , and param the weight factor.

Furthermore, because shot change will not occur
Ž .between two consecutive frames, some SSC k

frames will be discarded although their histogram
Ž Ž .. Ž .differences satisfy Eq. 5 . In Eq. 5 , we assign

param to be equal to 0.5. In fact, a fuzzy number
instead of a constant for param should be used. From
simulation results, we notice that this choice is rea-

Fig. 2. SSC frames.
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Ž .sonable. Also, in Eq. 5 , the constant 0.5 is used to
Ž . Ž .take the average of H SC i and H SC iq1 .– –

The HBFCM clustering algorithm has the follow-
ing two distinct merits: first, it does not need the
threshold as required by shot change detection algo-
rithms; second, it introduces the SSC cluster, which
is not considered in other clustering algorithms.

4. Experimental result and analyses

We have simulated the HBFCM clustering algo-
rithm. Simulations were done by using an IBM PC
with the Intel Pentium III processor and 128 MB
RAM. The MATLAB toolbox for fuzzy and image
processing is used to develop the HBFCM clustering
algorithm. For comparison, Zhang et al.’s algorithm
w x8 is simulated.

4.1. Performance metrics

Ž .Two-performance metrics, the hit ratio HR and
Ž .the fault ratio FR , are used to evaluate the HBFCM

clustering algorithm. HR and FR are expressed as
Ž .N rN and N qN rN , respectively, where Nd t m e t d

represents the number of correct detection, N them

number of missing detection, N the number ofe
Ž .erroneous detection, and N sN qN the totalt d m

number of real shot change frames in the video
sequence being examined. A well-performed video
segmentation algorithm should exert itself with both
a high hit ratio and a low fault ratio.

4.2. Assumptions

In the simulations, the following assumptions are
assumed.

Ž .1 For a gradual shot change, we consider that
dissolve, fad in, or fad out introduces only one shot
change frame, and pan or zoom produces no shot
change frame.

Ž .2 Since unclear video editing may cause several
abrupt shot changes within two or three continue
frames, we claim that the interval between two abrupt
shot changes should cover at least two frames so as
to eliminate the effect of unclear video editing.

Ž .3 It is necessary to identify the ground-truth shot
change frames, for measuring the performance of a
video segmentation algorithm. We obtain the
ground-truth shot change frames by manually exam-
ining each test video sequence frame by frame from
five individuals.

Ž .4 In our experiments, we find that using either
the summation of RGB color space or the luminance
of YCbCr space produces the same simulate results.
From the aspect of frame difference, the results
obtained by using histogram interaction and the bin-

w xto-bin histogram differences are the same 14 . This
w xphenomenon has been proven by Ford et al. 14 . We

also notice whether the bin-to-bin histogram differ-
ence is normalized or has no effect on the simulation
results; so does the chi-square histogram difference.
From the observations aforementioned, we conduct
the simulations only in terms of the bin-to-bin color
histogram difference and the chi-square color his-
togram difference.

4.3. Test cases

The performance of video segmentation algorithm
Ž .is sensitive to the shot change ratio SCR , where the

SCR is equal to the number of shot change frames
divided by the total number of frames in the video
sequence. Since human vision requires at least 30
frames per second; therefore, we consider that the

Fig. 3. Comparison between hit ratios of the HBFCM clustering
w xalgorithm and those of Zhang et al.’s algorithm 8 .
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Fig. 4. Comparison between fault ratios of the HBFCM clustering
w xalgorithm and those of Zhang et al.’s algorithm 8 .

SCR with one shot change frame for every thirty
frames; i.e., the SCR is greater than or equal to 3.3%
Ž .s1r30 , is high. We also consider that a video
sequence without shot change for more than 10 s has
a low SCR; i.e., the SCR is less than or equal to
0.33%. Considering high and low SCRs, we have
chosen 14 test video sequences with SCRs 0.35%,
0.42%, 0.54%, 0.67%, 0.76%, 0.85%, 0.87%, 1.35%,
1.39%, 1.66%, 1.91%, 2.45%, 3.40%, and 3.98%,
respectively. Test video sequences are selected from
various categories; e.g., movie, animation, advertise-
ment, and soap opera. Action movie and advertise-
ment usually have high SCRs. On the contrary,
romantic movie and soap opera have low SCRs.
Each test video sequence contains a number of abrupt
shot changes coupled with few gradual shot changes
Ž .on the average of 2.6% out of all shot changes . The

bin-to-bin and the chi-square color histogram differ-
ences are considered.

4.4. Results and analyses

Fig. 3 compares hit ratios of the HBFCM cluster-
ing algorithm with those of Zhang et al.’s algorithm.
Fig. 4 presents the comparison between fault ratios
of the HBFCM clustering algorithm and those of
Zhang et al.’s algorithm. By examining Figs. 3 and

Ž .4, we notice that, for medium and high SCRs P2 ,
the HBFCM clustering algorithm has better perfor-
mance than Zhang et al.’s algorithm; and the higher
the shot change rate, the larger the difference. For

Ž .low SCRs O0.75 , we find that Zhang et al.’s
algorithm obtains better hit ratio and fault ratio than
those of the HBFCM clustering algorithm. However,
the differences are not significant. Tables 1 and 2 are
derived from Figs. 1 and 2, respectively. Table 1
indicates that the HBFCM clustering algorithm im-
proves on average the hit ratio by 30% to 38%.
Table 2 indicates that the HBFCM clustering algo-
rithm improves on average the fault ratio by 37% to
43%. The HBFCM clustering algorithm using the
bin-to-bin color histogram difference has the best
performance of all algorithms tested. The reason is
that the measurements derived from the bin-to-bin
histogram difference are much bigger than those
derived from the chi-square histogram difference.
Therefore, some shot change frames might be ex-
cluded from the SC cluster and the SSC cluster when
using the chi-square histogram difference. This phe-
nomenon is especially noticeable at 0.42% SCR;
thus, causes the peaks in Figs. 3 and 4. In all test
cases, the computation time of Zhang et al.’s algo-
rithm is in the order of seconds while that of the
HBFCM clustering algorithm is in the order of min-

Table 1
Average improvement with respect to the hit ratio

Bin-to-bin Chi-square

HBFCM Zhang Improvement HBFCM Zhang Improvement
Ž . Ž . Ž < < . Ž . Ž . Ž < < .a b ayb rb a b ayb rb

Average hit 91.2 66.0 38.2 75.7 58.3 29.8
Ž .ratio %
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Table 2
Average improvement with respect to the fault ratio

Bin-to-bin Chi-square

HBFCM Zhang Improvement HBFCM Zhang Improvement
Ž . Ž . Ž < < . Ž . Ž . Ž < < .a b ayb rb a b ayb rb

Average fault 19.8 34.8 43.1 27.0 42.5 h836.5
Ž .ratio %

utes. The HBFCM clustering algorithm spends more
computation time than Zhang et al.’s algorithm due
to the clustering and the selection of shot change
frames from the SSC cluster. This is an inherited
trade-off between efficiency and effectiveness. But,
in the case of video segmentation, the effectiveness
prevails.

4.5. Discussions

Figs. 5 and 6 show that the assignment of 0.5 to
Ž .param in Eq. 5 is reasonable. By examining Figs. 5

and 6, we have the following observations: for value
Ž .0.3, param has the highest best hit ratio; however,

Ž .the highest worst fault ratio; for value 0.5, param
Ž .has the second highest hit ratio and the lowest best

fault ratio; for value 0.7, param has the lowest
Ž .worst hit ratio and the second highest fault ratio.
Apparently, param of value 0.5 has the most stable
performance in terms of both hit ratio and fault ratio.

Fig. 5. Hit ratios with respect to param of assigned values 0.3, 0.5
and 0.7, respectively.

For video sequences with many abrupt shot
changes and few gradual shot changes, the HBFCM
clustering algorithm works well in terms of both the
hit ratio and the fault ratio. For completeness, we
further analyze the performance of the HBFCM clus-
tering algorithm with respect to video sequences
with a number of gradual shot changes. Five types of
video sequence are examined. Types 1–5 contain
video sequences of one gradual shot change, two
gradual shot changes, one gradual shot change plus
one abrupt shot change, two gradual shot changes
plus one abrupt shot change, and one gradual shot
change plus two abrupt shot changes, respectively.
For each type, three test video sequences are simu-
lated. For comparison, ground truth is manually ob-

w xtained and Joshi et al.’s algorithm 11 is simulated.
Table 3 compares the average number of key frames
obtained by ground truth, the HBFCM clustering
algorithm, and Joshi et al.’s algorithm. By examining
Table 3, we notice that the performance of the

Fig. 6. Fault ratios with respect to param of assigned values 0.3,
0.5 and 0.7, respectively.



( )C.-C. Lo, S.-J. WangrComputer Standards & Interfaces 23 2001 429–438 437

Table 3
Comparison between the average number of key frames obtained
by ground truth, the HBFCM clustering algorithm, and Joshi et
al.’s algorithm

Video type Average number
of key frames

Ground truth HBFCM Joshi
algorithm algorithm

Ž .1 1 gradual 2.00 2.00 2.00
Ž .2 2 graduals 3.00 4.33 NrA
Ž .3 1 gradualq1 abrupt 3.00 2.33 3.00
Ž .4 2 gradualsq1 abrupt 4.00 3.67 NrA
Ž .5 1 gradualq2 abrupts 4.00 3.33 5.67

NrA: not available; the algorithm failed.

HBFCM clustering algorithm is close to that of the
ground truth, and is much better than Joshi et al.’s
algorithm.

5. Conclusion

In this paper, we propose the HBFCM clustering
algorithm for selecting key frames from a video
sequence. The HBFCM clustering algorithm has the
following two distinct merits: first, it does not need
the threshold as required by the shot change detec-
tion algorithms; second, it introduces the SSC cluster
which is not considered in other clustering algo-
rithms. Here, we would like to mention the following
areas of investigation, which may merit further study.

1. Extend the feature extraction method to com-
pressed video sequences; e.g., MPEG four
videos.

2. Develop video-indexing method; subsequently,
combine it with the proposed HBFCM cluster-
ing algorithm to build a video query system.

Appendix A. Fuzzy c-means

Ž .The fuzzy c-means FCM has been used exten-
sively in pattern recognition and computer vision.

w xThe purpose of FCM 16 is to minimize the object
Ž .function J U,V

c n
2w < <J U,V s m X yV A1Ž . Ž .Ý Ý i k k i

is1 ks1

where, c represents the number of clusters, n is the
number of data items, w is the exponential weight,

� 4Xs x , x , x , . . . , x an n-dimensional data vec-1 2 3 n
� 4tor, Vs Õ ,Õ , . . . ,Õ a vector of dimension c, Us1 2 c

Ž .m a c)n matrix, where m represent the mem-i k i k

bership value of vector X in cluster i, andk

0Om O1 is1,2, . . . ,c ; ks1,2, . . . ,n A2Ž .i k
c

m s1 ks1,2, . . . ,n A3Ž .Ý i k
ks1

n

0F m Fn is1,2, . . . ,c. A4Ž .Ý i k
ks1

The minimization of the objective function with
respect to membership values leads to

Ž .1r my11
2< <X yVk i

m si k Ž .1r my1c 1
Ý 2< <X yVjs1 k j

is1,2, . . . ,c ;ks1,2, . . . ,n. A5Ž .
The minimization of the objective function with
respect to the center of each cluster gives rise to the
following equality

n
mm XÝ i k i k

ks1V s is1,2, . . . ,c. A6Ž .ni
mmÝ i k

ks1
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