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Abstract

Three computational techniques are presented for approximation of the ground state energy and wave function of an electron
confined by a disk-shaped InAs quantum dot (QD) embedded in GaAs matrix. The problem is treated with the effective
one electronic band Hamiltonian, the energy and position dependent electron effective mass approximation, and the Ben-
Daniel Duke boundary conditions. To solve the three dimensional (3D) Schrödinger equation, we employ (i) the adiabatic
approximation, (ii) the adiabatic approximation with averaging, and (iii) full numerical solution. It is shown that the more
efficient approximations (i) and (ii) can only be used for relatively large QD sizes. The full numerical method gives qualitative
as well as quantitative trends in electronic properties with various parameters. 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

During the last decade the study of semiconductor quantum dots (QDs) has been of a great interest (see [1–3]
and references therein). Unique electronic characteristics of the QDs make it possible to model atomic physics in
macroscopic systems experimentally and theoretically [4]. The interest originates from an ultimate limit of size
quantization in those objects. For an ideal QD the electron spectrum consists of a set of discrete levels and the
density of levels becomes a set ofδ-functions. This makes the semiconductor QDs very attractive for applications
in micro and nano optoelectronics [2].

In this work we present and compare three computational techniques that are used to obtain the ground state
energy and the corresponding wave function of an electron confined by an InAs QD embedded in GaAs matrix.
The dot has a disk shape with radiusρ0 and thicknessz0. We treat the problem with the effective one electronic
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band Hamiltonian, the energy and position dependent electron effective mass approximation, and the Ben Daniel-
Duke boundary conditions. In contrast to most of other calculations we use a hard-wall (of finite height) 3D
confinement potential that is induced by real discontinuity of the conduction band at the edge of the dot. To solve
the 3D Schrödinger equation we employ (i) the adiabatic approximation, (ii) the adiabatic approximation with
averaged Hamiltonian along thez direction [5], and (iii) a numerical scheme for the full model by using the finite
difference method, balanced and shifted QR algorithm [6,7], and inverse iteration technique [8]. We found that the
approximation models (i) and (ii) lead to good results in calculating the electron ground state for relatively large
sizes of QDs.

2. Model outline

We consider 3D QD structures in the one-band envelope-function formalism in which the effective Hamiltonian
is given by [9]

Ĥ = − h̄2

2
∇r

(
1

m(E, r)

)
∇r + V (r), (1)

where∇r stands for the spatial gradient,m(E, r) is the electron effective mass depending on both energy and
position and is expressed as

1

m(E, r)
= P 2

h̄2

[
2

E +Eg(r)− V (r)
+ 1

E +Eg(r)− V (r)+�(r)

]
, (2)

V (r) is the confinement potential,Eg(r) and�(r) stand respectively for the position dependent band gap and
the spin-orbit splitting in the valence band, andP is the momentum matrix element. For systems with a sharp
discontinuity of the conduction band on the interface between the quantum dot (material 1) and the crystal
matrix (material 2), the hard-wall confinement potential can be presented asV (r) = 0 for material 1, and
V (r) = V0 for material 2, respectively. Integrating the Schrödinger equation with Hamiltonian (1) along the
direction perpendicular to the interface, we obtain the Ben-Daniel Duke boundary conditions for wave function
Ψ (r)

Ψmaterial 1(rs )= Ψmaterial 2(rs ),

h̄2

2m(E, rs)
∇nΨ (rs)= const, (3)

wherers denotes position of the system interface. Eqs. (1) and (3) can be used to calculate the electron energy
levels in the QD.

We consider specifically a disk-shaped QD with the radiusρ0 and the thicknessz0 in the cylindrical coordinates
(ρ,φ, z). The origin of the system lies at the center of the disk and thez-axis being chosen along the rotation axis.
Since the system is cylindrically symmetric, the wave function can be represented asΨ (r) = Φ(ρ, z)exp(ilφ),
where l = 0,±1,±2, . . . is the orbital quantum number. To derive an equation forΦ(ρ, z), we first use the
adiabatic approximation [5,10,11] in which an approximate solution can be taken of the formΦ(ρ, z) �R(ρ)Z(z).
The model is then reduced to a one-dimensional (1D) quantum well problem in which the electron motion is
hypothetically constrained in thez-direction. The wave function of the ground state of this problem has the form

Z(z)=
{
Acos(kz), |z|< z0/2,

B exp(−�|z|), |z| � z0/2,
(4)

whereA andB are related byB = Acos(kz0/2)exp(�z0/2), k(Eρ,Ez) = √
2m1(E)Ez/h̄, and �(Eρ,Ez) =√

2m2(E)(V0 −Ez)/h̄, respectively. Themi(E) is the energy dependent electron effective mass inside(i = 1)
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and outside(i = 2) the dot,E = Eρ + Ez is the total electron energy that consists of theρ and z-direction
motion effective energies. From the spin independent Ben-Daniel Duke boundary conditions (3), we can obtain
a transcendental equation [9]

tan

[
k(Eρ,Ez)z0

2

]
= m1(E)

m2(E)

�(Eρ,Ez)

k(Eρ,Ez)
. (5)

Eq. (5) gives theEz(Eρ) dependence in an implicit form. Introducing (4) in Eq. (1), defining an effective radial
Hamiltonian by taking the average

∫
dzZ∗(z)ĤZ(z) = Ĥρ (after a proper normalization), and neglecting the

kinetic energy contribution from thez-dependent part forρ � ρ0, we obtain the following quasi 1D Schrödinger
equations in theρ-direction [5]

− h̄2

2m̃1(Eρ,Ez)

(
d2

dρ2
+ d

ρ dρ
− l2

ρ2

)
R1(ρ) =EρR1(ρ), ρ < ρ0,

− h̄2

2m2(E)

(
d2

dρ2
+ d

ρ dρ
− l2

ρ2

)
R2(ρ)= [

Eρ +Ez(Eρ)− V0
]
R2(ρ), ρ � ρ0, (6)

with the boundary conditions

R1(ρ0)=R2(ρ0) and
1

m̃1

dR1

dρ

∣∣∣∣
ρ0

− 1

m2

dR2

dρ

∣∣∣∣
ρ0

= 0, (7)

where

1

m̃1(Eρ,Ez)
= C

{
1

m1(E)

(
d

2
+ m2(E)

�(Eρ,Ez)m1(E)
sin2

[
k(Eρ,Ez)z0

2

])

+ 1

m2(E)

cos2
[ k(Eρ,Ez)z0

2

]
�(Eρ,Ez)

}
, (8)

C(Eρ,Ez)= 2

d + 2
�(Eρ,Ez)

{
cos2

[ k(Eρ,Ez)z0
2

] + m2(E)
m1(E)

sin2[ k(Eρ,Ez)z0
2

]} . (9)

Eq. (6) with the boundary conditions (7) are used to obtain the functionR(ρ). A formal solution of (6) is well
known as follows

R1(ρ) =AJ|l|
[
p(Eρ,Ez)ρ

]
, R2(ρ) = BK|l|

[
γ (Eρ,Ez)ρ

]
,

where Jn and Kn are, respectively, the Bessel function and the modified Bessel function, andp(Eρ,Ez) =√
2m̃1(E)Eρ/h̄, γ (Eρ,Ez) = √

2m2(E)(V0 −Eρ −Ez)/h̄. Applying the boundary conditions (7), the solution
leads to the following eigenvalues of energy of the problem

p(Eρ,Ez)

m̃1(Eρ,Ez)

{ |l|
p(Eρ,Ez)ρ0

J|l|
[
p(Eρ,Ez)ρ0

] − J|l|+1
[
p(Eρ,Ez)ρ0

]}
K|l|

[
γ (Eρ,Ez)ρ0

]

− γ (Eρ,Ez)

m2(E)

{ |l|
γ (Eρ,Ez)ρ0

K|l|
[
γ (Eρ,Ez)ρ0

] −K|l|+1
[
γ (Eρ,Ez)ρ0

]}
J|l|

[
p(Eρ,Ez)ρ0

] = 0. (10)

Eqs. (5) and (10) are solved to give the values of the total energyE = Ez + Eρ . The energy is a complicated
function of the dot parameters and the electron angular momentum. The energy system consists of discrete levels
enumerated by a set of numbers{n, l}, wheren denotes to thenth solution of (10) with fixedl. The energy
dependence of the electron effective mass requires to solve the problem self-consistently so that more realistic
values of QD characteristics can be obtained.
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The approximate description of the ground state of a quantum disk based on the effective index method has both
advantages and limitations [5]. More general but more expensive approaches are direct numerical solutions of the
Schrödinger equation for which we consider both adiabatic and full approximations. The adiabatic approximation
model forl = 0 is given by

− h̄2

2mj

1

ρ

(
d

dρ

(
ρ

d

dρ
R

))
+ V0R =EρR, j = 1,2, (11)

− h̄2

2mj

d2

dz2
Z + V0Z =EzZ, j = 1,2. (12)

The full approximation model forl = 0 is given by

− h̄2

2mj

1

ρ

(
∂

∂ρ

(
ρ
∂

∂ρ
Φ

))
− h̄2

2mj

∂2Φ

∂z2 + V0Φ =EΦ, j = 1,2. (13)

The models (11)–(13) are subject to proper Ben-Daniel Duke boundary conditions as discussed above.

3. Numerical methods and results

We now present three numerical algorithms for the computer simulation of the QD structures. All discretizations
to Eqs. (11)–(13) are based on the finite difference method with nonuniform mesh technique. The resulting
eigenvalue problems are then solved with balanced and shifted QR algorithm [6,7] as well as inverse iteration
method [6,8].

Algorithm 1 (Adiabatic Approximation Method).
Step 1.1: SetEρ = 0,EZ = 0.
Step 1.2: SetE =Eρ+ EZ .
Step 1.3: Computemj via (2). Solve (11) forEρ . If Eρ converges, then go to Step 1.4; otherwise go to Step 1.2.
Step 1.4: SetE =Eρ+ EZ .
Step 1.5: Computemj via (2). Solve (12) forEZ . If EZ converges, then go to Step 1.6; otherwise go to Step 1.4.
Step 1.6: SetE =Eρ+ EZ . If the total energyE converges, then stop; otherwise go to Step 1.3.

Algorithm 2 (Adiabatic Approximation Method with Averaged Hamiltonian along z-Direction).
Step 2.1: SetEρ = 0,EZ = 0.
Step 2.2: SetE =Eρ+ EZ .
Step 2.3: Computemj via (2). Solve (12) forEZ . If EZ converges, then go to Step 2.4; otherwise go to Step 2.2.
Step 2.4: SetE =Eρ+ EZ .
Step 2.5: Computemj via (2). Take the averages of Hamiltonian along z direction, and then solve (11) forEρ .

If Eρ converges, then go to Step 2.6; otherwise go to Step 2.4.
Step 2.6: SetE =Eρ+ EZ . If the total energyE converges, then stop; otherwise go to Step 2.3.

Algorithm 3 (Full Approximation Method).
Step 3.1: SetE = 0.
Step 3.2: Computemj via (2). Solve (13) forE.
Step 3.3: IfE converges, then stop; otherwise updateE and go to Step 3.2.

Fig. 1 illustrates ground state energies of an electron confined by an InAs quantum disk in the GaAs matrix
with various disk sizes using these three algorithms. In our calculations we choose conventional semiconductor
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Fig. 1. The ground state energies for various disk sizes. The solid, dash, and dotted lines are the full numerical solution, adiabatic approximation,
and adiabatic approximation with averaged Hamiltonian, respectively.

Fig. 2. The wave functions for the disk withρ0 = 10.0 nm andz0 = 2.5 nm. The solid, dash, and dotted lines are the full numerical solution,
adiabatic approximation, and adiabatic approximation with averaged Hamiltonian, respectively.

band structure parameters [12] for InAs: energy gap isE1g = 0.42 eV, spin-orbit splitting is�1 = 0.48 eV, the
value of the non-parabolicity parameter isE1p = 3m0P

2
1 /h̄

2 = 22.2 eV from which we recalculatedP 2, m0 is
the free electron mass; and for GaAs:E2g = 1.52 eV,�2 = 0.34 eV, E2p = 24.2 eV. The band offset is taken as
V0 = 0.77 eV.

For dots of relatively large radius (R0 > 20 nm) the ground state energy can be obtained by both adiabatic
algorithms in a very good agreement with the full approximation method. The results of different algorithms differ



404 Y. Li et al. / Computer Physics Communications 140 (2001) 399–404

noticeably for dots with small sizes. At the same time the electron ground state energy for dots of a small height
(z0 ∼ 1.5 nm) demonstrate larger deviations in results even for dots withR0 ∼ 20 nm. This is contrary to traditional
suggestions that the main adiabatic algorithms can be used when the difference betweenR0 andz0 is large [5].
This result can be understood from the following. In adiabatic algorithms we have the lowest possible estimate of
the electron energy because these algorithms do not include a part of the electron kinetic energy from the matrix
region [5]. At the same time, as can be seen from the ground state wave functions distributions (see Fig. 2), for
dots of a small height (and of a small size in general) the electron wave function is widely spread out of the dot.
In such a condition the outside part of the electron kinetic energy plays an important role and a deviation between
the adiabatic algorithms and full approximation method results becomes larger. This conclusion should be taken
into consideration when the adiabatic algorithms are used. We can conclude that the full numerical approximation
method for three dimensional cylindrical quantum dots is necessary if one is interested in both qualitative as well
as quantitative trends in electronic properties of semiconductor quantum dots.
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