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A New Analysis of Direct-Sequence Pseudonoise
Code Acquisition on Rayleigh Fading Channels

Wern-Ho SheenMember, IEEEand Huan-Chun Wang

Abstract—Accurate performance evaluation of direct-sequence complexity and/or a more complicated performance analysis.
pseudonoise code acquisition on Rayleigh fading channels isTwo approaches, namely direct and flow-graph approaches,

investigated in this paper. For fading channels the homogeneous e heen applied extensively for analyzing the performance of
Markov chain model, used to characterize the acquisition process

over additive white Gaussian noise channels, is no longer valid @n acquisition system, probability mass function (PMF), and/or
due to the correlations between cell detections incurred by fading. moments of the acquisition time [3], [8]-[10]. Theoretically,
Hence, the traditional direct and flow-graph approaches for these two methods are only applicable to the AWGN channels
performance evaluation of the code acquisition are not applicable pec5,se the homogeneous Markov chain modeling of the ac-
to fading channels. In this paper, a new analysis is proposed for _ . .. .
accurate evaluation of the acquisition performance on Rayleigh 9“'5'“0” proces;, a fun.dament.al assumptlon of t.hese methods,
fading channels. The analysis is quite general and can include iS N0 longer valid for time-variant multipath fading channels
various search strategies, types of correlators, and test methodsdue to the channel memory incurred by fading; an analysis
Witg/diﬁerem ptesrfg][rgacni?smgﬁiﬁlr;eegX;‘;‘?E‘tﬂ'{;ﬁyaﬂgsssigquur;gggﬂ without considering the correlations due to fading may only
?ensul(:; g(c)):/nvetﬂat the ngw method prédicts )t/he acquisition perfor- be considered as_ an approximation. L_Jnfortl_.mately, as to be
mance very accurately. shown, the analysis error due to no consideration on the channel
correlations can be very large, especially for the acquisition
system based on passive correlators. A more accurate analysis
for fading channels is yet to be found.

Very recently, attempts have been given to analyze code ac-

. INTRODUCTION quisition operating on time-variant multipath fading channels

SEUDONOISE (PN) code acquisition is one of the mo$&3]-{15].* In these analyses, by assuming that the channel co-

Cha”enging tasks in the design of a direct-sequence (Dlg;’rence time is smaller than the time between correct cells de-
spread spectrum receiver. It has been a topic of intensive f@ctions, the correlations incurred by fading between correct
search for more than 20 years [1], [2]. PN code acquisition wg€lls can be safely neglected. (Unfortunately, this approxima-
investigated mainly for the traditional additive white GaussialiPn is only justifiable for the acquisition systems based on ac-
noise (AWGN) channels in the past [1]-[10]. The extension &€ correlators.) Hence, for this type of system, the homoge-
time-variant multipath fading channels, however, has recentigous Markov chain model can still be considered as valid, and
become more and more important because of the superiofftg direct and flow-graph approaches can be employed for per-
of applying the DS spread spectrum technique to the persofﬁmaﬂce evaluation as in the AWGN channels, except that the
and mobile communications, where the channel is modeled a&4relations incurred by fading within the correct cell detection
time-variant multipath fading one [11]-[15]. need to be taken into account.

DS code acquisition methods may possibly be divided into In this paper a novel accurate analysis, based on direct
different classes according to the types of searching strateg@®roach, is proposed for DS code acquisition operating over
(serial, parallel, or hybrid), correlators (passive or activelRayleigh fading channels. Thanks to the direct approach, the
test methods (fixed or variable dwell-time), and some othe?§alysis is general enough to include various search strategies,
[1]-[10]. Generally speaking, the parallel search outperforn§grrelators, and test methods with different performance
the serial search, the passive correlator outperforms the acti@asures: PMF and/or moments of the acquisition time.
correlator, and the variable dwell-time test outperforms the The remainder of this paper is organized as follows. The
fixed dwell-time test, all at the expense of a |arger Systeﬁystem model is described in Section I, where the acquisition

system based on passive correlators is used as an example
for analysis. Section Ill presents our new analytical method
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Il. SYSTEM MODEL acquisition. Hence, the search process for the correct cell will
A. Channel Model go on and on until the trye acquisition is accomplisr_\ed. _
) Thanks to the use of direct approach, the method is applicable
A popular channel model for the terrestrial personal and mgsyarious search strategies, correlators, and test methods, as will
bile communication environment is given by the impulse rése gescribed. For simple presentation, however, only the serial
sponse search (straight line) system based on passive correlators will be
used as an example for the analysis in the following.

N
Cy = JO S, . .
Wt 1) =Y ()™ V(r —m) () ¢. code Acquisition Based on Passive Correlators
=1
Fig. 1 is a code acquisition system based on passive correla-
where tors.r(t) is the received signal, given by
N path number;
T path delay; () — /oD _ — )i (wet+o(t))
aq(t) andé;(t); Rayleigh fading and uniform random rt) =R§v2p zk: altyenh(t = KT = 7)e
phase ovef0, 27 ), respectively. () )

77 IS assumed to be fixed during the time of code acquisition
because the received signal will only experience a small cogere

Doppler shift for the terrestrial personal and mobile commu- % operation of taking the real part;

nication environment. For the case &f > 1, the conditions P transmit power;

for the true acquisition are more complicated to characterize fora(t) andé(¢) gain and phase of the fading channel, respec-

a code acquisition system. For example, assume that there are tively;

N < N fingers in the RAKE receiver, then one may want to ¢, PN sequence with periaf;

search the larges¥ paths one after one; only after thelargest  a(t) shaping function;

paths have been found, the acquisition process would then be def, chip duration;

clared to be successful. In this paper, our main concern is how- code phase to be estimated;

the correlations incurred by fading can be taken into account ing;, carrier frequency;

the analysis. Hence, only the casef= 1 will be considered  n(¢) additive white Gaussian noise with one-side

for simplicity. The extension to the cases with>> 1 is straight- power spectral density a¥, watts/Hz.

forward because of the use of direct approach. Definez.(t) = «(t) cos[f(t)] andz,(¢) = «(t)sin[f(¢)]. Then,
for Rayleigh fadinge.(¢) andz,(¢) are independent and iden-

B. Acquisition Process tical distributions (i.i.d) Gaussian processes.

As in nearly all literature, the code phase uncertsimtjan ~ 1he received signal, after 1/Q down conversion, chip
acquisition system is divided into cells, with a cell size to withiftatching, and sampling, is digitally correlated with the local
the lock-in range of the code tracking loop used for fine cod@N code. The correlators’ outputs are then squared and summed
alignment. The acquisition system then searches through tAdorm the test variabley.. If ¢, is greater than a threshold,
code phases and determines which cells are the correct céi®d/ Vr:, then the acquisition will enter a verification mode or
according to some type of code phase correlators, search strHtg-synchronization will be turned to code tracking. Otherwise,
gies, and test methods. As usual, the correct cells will be g€ search for thet, cell continues. Assume perfect chip
noted as thel; cells (hypothesisd,) and the incorrect cells synchronous sampling, then the outputs of the correlators are

as theH, cells (hypothesidi,), respectively. In practice, therediven by

may be more than one correct cell. For simplicity of presen- L—1

tation, however, only the case of one correct cell will be usedy,u(k) — 1 Lo (k4 Jerric

as an example, although the method applies equally well to the Lo? =0

more general case with more than one correct cell. Two types of 1 L-1

decision errors may occur when detecting a cell, namely false N — nu(k + j)c; u=c s (3)
dismissal of theH; cell and false alarm of th&, cells. When I:\/LPo3 =

a false alarm occurs, the synchronization will be turned to code A
tracking for fine alignment. In this case, it is assumed that théherez, (k) =z, (kT.), o2 = E[z2(k)], and{n,(k)} arei.i.d.
false alarm can always be detected after some fixed or rand@@io-mean Gaussian variables with variance equaVgg2 -
time, and the synchronization will be turned back to the code. In the terrestrial mobile and personal communications, the
fading rate is much smaller thar/(LT,) (usually the symbol
Fhte), and hence, () can be considered to be fixed during the
duration ofLT,. Note that in Fig. 1(b) we have assumed full pe-
sin(rLAFT.)1? riod correlation, i.e., the number of correlation chips is equal to
[ sin(rAfT.) } L. In practice, however, the number of correlation chips may be
whereL is the correlation length, andl f is the frequency offset. For simple much smaller thal, (partial period correlation) for a larg,

presentation, we do not include this effect in the analysis, although it can @Qd there \_N”I be code-self n(_)lse_ in the deteC“O[H@fce”S: In ]
easily done so. this case, if the code-self noise is modeled as a Gaussian noise

2|t is well known that in addition to increase the total cell numbers, frequen
offset causes signal-to-noise ratio (SNR) degradation by the value
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Fig. 1. (a) Code acquisition based on passive correlators. (b) Passive correlator.

as is usually done in the literature [16], our method of analysi®r a large enough, p,(k — 1) = 0, k # . Hence
described below applies as well.

Under Hy, by using the property that the out-of-phase cor- 220k 2. 8
relation of a PN sequence can be approximated as zero for full k= e (k) +y5(F) ®

period correlation, one has are well approximated as independent variables uikieas in

the AWGN channels. This is not the case undgr, however,
w=c¢c, s (4) duetothechannel memory incurred by fading. In this case, we

Yu k nu k+ Cj, )
(k) = T\/LPO’% Z 7 / have

which is a zero-mean Gaussian variable with variance equal to 1, k=1
N _ 1 (5) Pl =) = w, |k —1| =jL ©)
2PT.02 7. +1/%
where wherep,. (k—1) is the correlation coefficient af,, (%) andz, (1),
andj is a positive integer. This correlation betweBh cells
A 2PT.02 6 renders the homogeneous Markov chain model, a fundamental
Ye = Ny ©) assumption of the direct and flow-graph approaches for the per-
formance analysis on AWGN channels, invalid. A new method
is the received signal to noise density ratio. DefRg(k —  that can take this correlation into account needs to be devised
= 2 Ely.(k)y.(D)]. It can be shown that the correlation coeffor performance analysis. From (7), it is also easy to see that
ficient of 4, (k) andy,(l) is the detections betweeH; and Hy cells are approximately in-
Rolk 1 dependent.
putl =1y 2 oD
v [ll. NEwW ANALYSIS
L—|k=I|—1
1/L Z ¢iCiyiay 0<|k—1<L-1 In this section, the acquisition system with no verification
=0 mode will be used as an example to illustrate the new analytical
0, 0.W. method. Some performance examples with a verification mode

(7) are given in Section IV.
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A. Signal Flow Diagram @
As in [3], the acquisition process can be represented by a

signal flow graph. For example, the signal flow graph for the
straight-line search is shown in Fig. 2(a), whetds the prob-
ability that theith cell is the starting cellHo(z) is the gain

characterizing the detection of di, cell, and Hp;(») and @
Hy () are the gains for the correct detection and false dis-

missal of theH; cell, respectively, witht to denote the fact n
. . L-1 ™
that the detection of th&l; cell at present time depends on pre- ﬁ

Holk(z)

vious H; cells detections. Let; be the time of doingth de-
tection of theH; cell. Then, for theth detection of thed; cell, N
k = (ky, ka2, ..., k;). That is, theith detection of thei; cell b 4
at the timek; depends on thél; cell detections at the times of \ ‘.‘
ki, ..., k;_1. Recall that the detections @&, cells are inde-
pendent of one another.

For an acquisition system with no verification mode (a)

Ho(z) =Py - 259 (1 - Pp) -2 (10)
Hp\p(z) =Ppjx - 2 (11) v
Hyjp = Pyip - 2 (12) 0

where

Py probability of false alarm; Holk(z)
K, (in1.) penalty time assumed to be constant;

Pp; and Py, probabilities of the correct detection and Hul(2)
false dismissal, respectively. - -

The unit time in (10)—(12) if.. Fig. 2(a) can be further sim- Ho(z) |t———
plified as in Fig. 2(b). At this point, one might attempt to apply
Mason'’s formula to obtain the generating functin (z) of the
acquisition time7,, as in the AWGN case. (In effect, (2) (b)
contains all the information about the PMF of the acquisition
time 77,.) Unfortunately, Mason’s formula does not apply in &g 2 (a) Signal flow diagram for the straight-line search. (b) Simplified
fading channel case becaug;(») andH ;. are now func- signal flow diagram.
tions of time. A new method is required for the performance

j=1 e L

evaluation. To begin with, the following definitions are necessary (also
_ see [15]).
B. Calculation ofPy, Pp|x, and Py Definition 1 [17]: A symmetric random matri$ of dimen-
From definition and (8), itis easy to see that undgr, {tk} sionk x k is said to have a Wishart diStribUtidﬁﬁ(ﬂ, E) with
are i.i.d. central chi-square variables, and n degrees of freedom and parameigiif S can be written as
Py 2 P{ti 2 Vi |Ho} s=> ¢l (15)
= exp[—7.Vn |- (13) =1

_ wherey, = (11 ¥u), =1, ..., n, are independently dis-
On the other hand, hoyvever, the evaluation®f,. a_ndP Mk tributed normak-vectors with zero mean and covariance matrix
becomes much more involved due to the correlations 'ncurr?f,jwhereT denotes the operation of transpose. The matiix
by fading. Sinc&’y;x = 1— Ppjz, we will only considet . called the Wishart matrix.
Assume that’p, for theith detection of thetd, cellis of in- peinition 2 [17]: Let S be the Wishart matrix with the dis-
terest. From the definition tribution W,.(n, ). The joint distribution of the diagonal ele-
A ments ofS given by
PD|& =P, {tk; > VTN th,_, < VT” ey by < VvT1 |H1} .
(14) Smm — Z 1/)727”7 1 S m S [ (16)
Unlike theH, case{t,, } now are correlated central chi-square =t
distributed variables, and, to our best of knowledge, there is stilicalled thes<-variate central chi-square distribution withde-
no easy way for the evaluation of (14). In the following, a novejrees of freedom and parametgrdenoted byy?2 (n, 3). With
method is proposed to evalua;, to the desired accuracy. these definitions, we have the following theorem [15], [18].
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Theorem: If a x x x covariance matrix: > 0 (positive def- With (24), now (14) becomes
inite) can be factorized as

i—1
WEW — I, = BB” 7)  Pou=E |Bo{tsx, 2V |Hy, 8} - [ [ Po{tr; <V |Hy, S} .
j=1
whereW = Diag(wq, ..., ws) > 0, I is the identity matrix (26)

with dimensions x s, andB = (b] , ..., b%)7 is ax x d matrix
with rankd, then the PDF of the distributiog? (n, X) is given It is well known that

by N
Ye [ Ve 1 T T
— | = tr., = b;5b; Vdty. = +/b;56% .V
f(8117' A, 2<2 k_772 J J) k; Ql( J jo 8 T1>

vy Sk My 2) iy
Fow? 2 (27)
=B(T] D | Dsis stistl || 8) | | |
iy 2 2 2 where@ (-, -) is the Marcum generalizef} function. Hence
where the expectation is taken with respect to the
Wy(n, I,)-distributed Wishart matrixs, and Ppjp =E [Ql <\/b15b1T, V %VT1>
L2\ D72 -
= — I 1(2y7y), >0
gr(z,y) = <u) expl—(z +9)lL1(2v7y), @ 11 <1 —Q <,/bj5bf, VeV, )) - (28)
0, 0.W. j=1
(19)

Many methods can be employed for the evaluation of the expec-
f tation in (28) [19]. The method based on the Monte Carlo inte-

is the noncentral chi-square distribution widrx degrees o 3 : ) ) .
gration will be used for the numerical examples in Section IV.

freedom and the noncentrality paramegep 0, wherel,.(x)

the rth order modified Bessel function of the first kind. Fromb Direct Approach

Definition 2 and (8), it is easy to see thgl. .}, j = 1, ..., i _ _ _
underH; is distributed ag2(2, ¥) with the covariance matrix  Inthe directapproach [8], the search strategy is characterized
¥ given by by a functional, say/(, m), where: denotes that the true ac-

quisition is accomplished at thith detection of thé{; cell, and
Yim = Lpo(l —m) +1/7. - bims I,m<i (20) m is the starting cell. For example, using Fig. 2

where e, m)=>GE—-1(L-1)+(L—m) (29)
Sim = { (1)’ I=m (21) for the straight line search. Gives(i, m), then the generating
» OW. function of the acquisition timé&, is given by

Furthermore, let

L oo
W = Diag (V75 /oo -2 V3e)- 22) PTa(Z):;”m;PTa(”’ m) (30)

It follows that WXW — I; > 0 (positive semidefinite) is real wherepy, (z]i, m) is the generating function &, conditioned
symmetric. Assuming that ramiVEW — L] = d, let Ay > ; andm. Define £, . to be the set ok = (ki, ko, ..., k;)

Ay 2 --- 2 Aq be the positive eigenvalues &YW — 1;,*  that lead to the true acquisition, conditionedicamdrm. Then
then the matrixB in (17) can be obtained as

Pr (z|i, m)

=ZAY? (23) ‘
t—1
whereA = Diag(\y, ..., Ag) andZ = (£, ..., &), and¢] =E| > B(zk) Hpp,(2IS)- H H, (2(5)
is the: x 1 orthonormal eigenvector associated with Hence, REEGm) j=1
by the described theorem, givéh= S, the random variables (31)

ti., 7 < ¢ are independent with the conditional pdf . o wolim . .
R d =0 f P where B(z, k) is the term |nH5“( ’ )(z) associated with the

e e 1 T L time sequencé. For the cases with different search strategies,
Ju, (t, |5, Hi) = 90 <5 by 9 b; b, ) ’ Js i.e., more than onéf; cell and/or more than one path, the only
(24) difference in the analysis is to use different functiona(s m);
Recall thatS has the Wishart distributio’(2, 1), b, is the the method has a broad range of applicability in this aspect.

jth row of the matrix3, and [from (19)] Two observations are important regarding the calculation of
(30). First, the infinite sum must be approximated by just in-
g1(z, y) = exp[—(z + y)[Lo(2y/zy ). (25)  cludingi = 1 t0 imax. (In Our numerical examples, the max-

3In practice, the matri} =W — I, can always be approximated as havingImal imax = 100.) Second, giveny,., the se_tsé‘(i,m), 0=
arankd, if A;/A; = 0,7 > d. 1. 4max, m = 1---L can be enumerated first, and théh
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andS can be generated for alls of interest in (30). As a re- 10° -
sult, the expectation operation only needs to be performed once i -fp/Ro=0.01
in the evaluation ofr, (z) that reduces the complexity of this c ~|>fo/Re=0.001
method very significantly. That is, we have ni | ﬂ':\ppfsogllamatlon .
o=-
L é 107 j\]\ L=63 Kp=12L
Pr,(x)~E|Y 1 Y Y Bz B)Hpu (219 S é\‘\; | Vr,=400
m=1 =1 Etg(i,m) § q\ \:@
7—1 = K
T Haaw, (218) | - (32) £ 10% i Ry
e 8 TR
g \\ ‘}\ \\h b
Of course, for each term in (32) only tidg with thosek € & o Y b % N Vg
are needed in the evaluation of the associdfey, (»|S) and T Y \ 0 uoa&%ggz

Hupn (218) = 1. ... i—1. 10° 3
Mk (2IS) g =1, .4 63 441 819 1197 1575 1953

IV. NUMERICAL EXAMPLES Acquisition Time (Tc)

The Jakes’ two-dimensional (2-D) isotropic scatteringig. 3. Probability mass function of acquisition time with no verification
channel model and simulation method [20] are adopted in tR&de.
following numerical examples. In the model, the correlation

function of the in-phase and quadrature-phase fading compo- 10 & Approximation ‘ '
nents is given by I ey /
— ?fsniﬁjbl;?on: fo/Ro=0.01
Eley(t +n)xu(t)] = 02 Jo(2nfpT),  w=¢ s (33) £ iy
2 3 tc:b:g?zﬂzL /
where fp, is the maximum Doppler shift, and,(z) is the ze- E
roth-order Bessel function of the first kind. Three fading rates, S . &
namelyfp /Ry = 0.0, fp/Ry = 0.01, andfp /Ry = 0.001 are 2 9} . -
considered, wheré, = 1/(LT.). As mentioned, the Monte g \\‘ S~
Carlo integration is used to evaluate the expectation over the ‘é :\\
Wishart distributionW,(2, 1,;) required in (28), although the o . P
other integration algorithms [19] may also be used. It has been = | \?\"/
found thatd < 5 for all the numerical results. Also, less thart10 '
samples are needed for the Monte Carlo integration to obtain 10? ‘ TS
the desired accuracy. For simplicity, only the worst case, that is 20 25 30 35 40 45 50 55 60

7 =landr; =0, j =2-..L, is used to illustrate the acqui-
sition performanceiy,,x = 100 and?},, = 12L in all results.
In practice, an active correlator with threshold crossing is USHg. 4. Mean acquisition time versus threshold under different fading rates (no
ally employed as a lock detector during tracking. It is commorerification mode).
that the correlation time is taken to be around ten times of that
used in the code acquisition to ensure the detection of in-lotile traditional analysis may underestimate the mean acquisition
or out-of-lock conditions. In our examples, the correlation timegme by a large margin depending on thresholds and fading rates.
(penalty time) of the lock detector is assumed to be 12 times thiet expected, the analysis error is larger for a smaller fading rate
used in code acquisition. because a smallgfi, means that the correlation due to fading
Figs. 3-5 are the results for the acquisition system with mwall extend longer. Note that the mean acquisition time obtained
verification mode. Fig. 3 shows an example PMF of the acquisiith the traditional analysis is independent of fading rate. Also
tion time under different fading rated’f, = 40.0, normalized shown in the figure is the simulation mean acquisition time. As
to LPo2T?). Also shown is the PMF (approximation) obtainedgeen, the analytical and simulation results agree very well for
with the traditional direct approach without considering the coall the range of thresholds. Simulations are done withsiin-
relations incurred by fading. As is evident, the discrepancy bples to obtain the desired accuracy. In Fig. 3 we do not have
tween the true and approximate PMF is very large. In Fig. 3, teamulation results because it is too time-consuming to be really
largest peak is located &}, = 63, which means that the eventconducted.
with ¢« = 1 and no false alarm has the largest probability. The Fig. 5 shows the minimum mean acquisition time (those ob-
second peak is located &t., = 63 + 12 - 63, which is asso- tained with optimum thresholds) versysunder various fading
ciated with the event that= 1 and one false alarm. Note thatrates. The optimum thresholds are obtained from Fig. 4, and,
there is a total of 62 of this type of event. as seen, they depend on Doppler rate, SNRs, penalty time, and
Fig. 4 shows the performance of mean acquisition time asame other parameters. More than an order of analysis errors are
function of the threshol#7, under various fading rates. Clearly,observed with the traditional analysis, depending on the fading

V1,
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Fig. 8. Mean acquisition time versus the second threshg/dunder different

Fig. 6. Minimum mean acquisition time versus the received chip energy fgding rates (coincidence detector)

noise ratio under different fading rates (coincidence detector).

rates and SNRs. In addition, a smaller minimum mean acquisi-F'na”yi_W? r:jote t_f:at the Cak;“'?)t'or::ﬂra (z)in |(32')t Its EOt |
tion time is obtained with a fast fading. as complicated as it appears to be. For example, it takes only

Figs. 6-8 are the results for the acquisition systems Withf%w_mmutes to com_plete_a pointin Figs. 4-8 (in acomme_rmally
ailable work station with T0samples for Monte Carlo inte-

verification mode. The coincidence detector proposed in [3] i instead of about dav b : imulati i 10
employed here. That s, after the first threshilel is exceeded, grations) instead of about one day by using simulation wi

then an active correlator is activated and the test variable is comi." ples; .the gnalytlcal methoq has a trem.e_ndOl.,ls. advantage n
pared to the second threshalg,. If V, is exceeded foB out computation time over S|mulat|(_)ns. In addition, it is very d'f'.
of A times, a successful code acquisition will be declared. Otﬂf—:glt to_ use simulations to obt_am gccurate PMF of the_ acqui-
erwise, the search for thé; cell continues. The detailed anal-s"f{Ion time as the one shown in Fig. 3,.espe0|ally .t(.) simulate
ysis with a verification mode can be found in [15]. with enoggh accuracy the rare events with probabilities smaller
Fig. 6 shows the minimum mean acquisition time vergus than 10,
under various fading rates. Again, the traditional analysis may
underestimate the true value by a large margin, depending on
the fading rates and SNRs. Also, the analytical and simulationin this paper, a novel analytical method is proposed to ana-
results agree very well in the figure. Figs. 7 and 8 are exampyee direct-sequence pseudonoise code acquisition systems over
mean acquisition times as a functiongf (Vr,) with Vi, (V) Rayleigh fading channels. The method is unique in that the
being fixed, respectively. Similar results are observed in thesleannel memory incurred by fading between different cell de-
two figures. tections can be taken into account. Thanks to the use of a di-

V. CONCLUSION
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rect approach, the method is quite general and can include vgt4] W-H. Sheen and S. Chiou, “Performance of multiple-dwell

ious search strategies, correlators, and test methods with dif-
ferent performance measures: probability mass function and/or
moments of acquisition time. Numerical results show that theis)
new method predicts the acquisition performance very accu-
rately, and the traditional analysis may suffer from a large anal-
ysis error, especially for the acquisition systems based on pag6]
sive correlators.
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