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Design and Analysis of QoS Supported Frequent
Handover Schemes in Microcellular ATM Networks

Kuochen Wang and Lon-Sheng Lee

Abstract—Wireless information networks need to employ small host (MH) traveling via the new BS reaching the end point
radio cells to support large user populations. However, this will pefore the cells traveling via the old BS.
impose extra burden on network traffic control as a result of fre- The asynchronous transfer mode (ATM) network is a rep-
qguent handover behavior. Existing approaches to support a high T . -
handover rate still have cell loss and cell out-of-sequence penalty re§entaj[|ve fixed network tgchn_ology. Itis deS|gned_ to support
while the handover is in progress. voice, video, and data services in one protocol. In this paper, we
This paper proposes a novel handover protocol that can avoid will take an ATM network as a backbone and combine it with
cell loss and guarantee cell sequence. It can enhance the perfor-z wireless network. Based on this network, we will propose a
mance of a microcellular asynchronous transfer mode network. new handover protocol that can support a high handover rate

By multicasting cells to a new base station before handover, our 201 and handl I nd cell out of nce in a micro and
scheme can avoid cell loss and support a nonoverlapping microcell [20]a andle cell loss and cell out of sequence In amicro a

environment as well. The multicast of signaling messages during Nonoverlapping cell environment.

handover is to coordinate the cell transmission order between  The organization of this paper is as follows. Section Il reviews
the old base station and the new base station to guarantee cellexisting approaches while Section Il describes our proposed
sequence. A formal representation of the handover protocol using 4 nqover scheme. In Section IV, we present a formal represen-
finite-state diagrams has been developed to specify and verify the __. . .

protocol. To guarantee quality of service, we present a hierarchical tation of our schgme. P?rformanc? analys_'s and experlmentql re-
wireless call admission control to limit the number of in-progress  Sults are shown in Section V. Section VI gives some concluding
connections and to prevent radio channel congestion. Mathemat- remarks.
ical models have been developed to analyze two quality-of-service
parameters: handover dropping probabilityand forced termination

probability. Experimental results show that our hierarchical

wireless call admission control can effectively lower the handover  Several existing handover protocols are aimed at a single
dropping probability and the forced termination probability in = 4ghem: either supporting microcell architecture or guar-
comparison with the single-layer wireless call admission control. . o . " Y
anteeing transmission quality. In a traditional wireline ATM
Index Terms—Asynchronous transfer mode (ATM) network, cell  papyork; the user is stationary throughout the connection life-
loss, cell out of sequence, handover, microcell, multicast, wireless,. ) o .
call admission control. time and the traffic of the call connection is standing [7]-[9].
However, in a wireless ATM environment (see Fig. 1), when a
mobile user has handed over to a new BS, the connection must
. INTRODUCTION be rerouted each time. Because of the frequent handover, the
IRELESS communication service demand is growing@ll Processor may need to become involved many times during
rapidly. In order to serve a high user population in & Mmobile connection lifetime, and it would cause a considerable
limited spectrum, using dense grids of microcells and pi€urden on th_e processing of cellular controlle_rs [2]. Acampora
ocells is one of possible schemes. While small cells relie@d Naghshineh propose a model for mobile-executed han-
the capacity problem, frequent movements of mobile use¥gver in cellular ATM networks suitgd for a sm_all radio cell
across cell boundaries pose a big network control challeng¥Stem [3], [6]. In this model, a mobile connection call setup
handover Since a handover protocol involves rerouting, termRrocedure creates\artual connection treeand covers a large
nating, and establishing connections, they result in much tirfdgographical region [3], [6]. Because of the preestablished
consumption during the handover process. This reduces finection path at call setup time, the MH does not need to
system performance of a wireless network. Other problems ti@ve a rerouting procedure during the handover process each
result from the handover process are cell loss and cell out{Bpe- In this way, the MH can be provided a fast and frequent
sequence [1]. A fixed network may misroute a cell (packet) fgandover in the geographical region without causing any
the old base station (BS) before the fixed network reestablisHdgden on network traffic. However, it cannot handle misrouted
a connection to the new BS. It will result in cell loss. The ceff€lls and cell out-of-sequence problems [10]. References [11]

out of sequence occurs as a result of the cells from a mobd [12] adopt a group-based framework to ensure that an MH
can move rapidly between radio cells. Any message destined

. . . _ fi)r the MH is multicast to all the BSs of the group [11]. This
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Fig. 2.  An example mobile connection.

receive in order and have no data loss [1]. It is based on a pacsetour network infrastructure, we will propose a hierarchical
forwarding method to prevent packet loss. They also propos&eless admission control to avoid the radio congestion and to
another protocol to preserve the order of packets. It can assguarantee the predefined QoS.

that the packets from the old BS will reach the gateway faster

than the new one. That is, this handover protocol can guarantee IIl. DESIGN APPROACH

the quality of service. However, the handover process require

including packet forwarding and it will lengthen the processinﬁsin this section, we will design a novel handover protocol that
I

as low-latency processing time and supports high frequent han-
over in a micro and nonoverlapping cellular environment. Our
otocol can also avoid cell loss and maintain cell sequence. The

ment schemes [13]-[16], such as fixed channel assignm Igtt_work m_odel IS composed. of an ATM f|>§ed network, ATM
and dynamic channel assignment, and wireless call admiss%}‘l'mhes’ I|nk§, and BSs. Asiillustrated in Fig. 1, some BSs link
control schemes [17]-[19] have been proposed. These charffid" ATM SV.V'tCh' Each BS covera cell, and those cells under
assignment schemes reserve a proportion of guard chanfidfssame switch form a large region named ase[5]

for handover calls or give handover calls higher priorities i

than new calls. They maintain cell state information, sucdy Connection Setup

as predictive cell resource requirements, as a criterion forWe will focus on building a connection; the detailed call setup
wireless call admission control. However, if too many mobilprocedure is not in the scope of this paper. In Fig. 2, we assume
users cluster in a small geographical region, these schertiest an MH is in BS1. We refer the BS to which the MH is
will not effectively lower the handover dropping probabilitycurrently connected as timeobile user’s access poiff]. If the

as a result of heavy loading of radio channels. Thus, baded is in one cell, those cells that are around this cell are named

time to complete the handover protocol. Thus this protocol w
not be suitable for a frequent handover environment.
To prevent handover dropping, some radio channel assi
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asadjacent cellsand those BSs in adjacent cells are referred tod) When switch A gets thREROUTINGnessage, itinspects
asadjacent mobile access points the topology of the zone and realizes that this handover is
We first consider the case of a mobile connection involving an intraswitch handover. The switch activateSETUP
an MH and a fixed host. When creating a new mobile connec- message to BS8-10 to establish a new tree and send a
tion, the call setup procedure will be executed in two steps. As RELEASHnNessage to release the virtual channel connec-
the thick lines show in Fig. 2, first, a path from a fixed host to tions from switch A to BS4—6. The old virtual channel
switch A is set up, and secondly, seven paths from switch Ato  connections to BS1, BS3 and BS7 will still be used in the
the seven BSs are set up for this connection. That is, one pathis new tree. At this time, the downward cells are still mul-
from switch A to BS1 and the others are from switch A to the ticast to the mobile connection region until switch A re-
adjacent mobile access points of BS1. These seven preestab- ceives aSTEADYmessage.
lished paths form anobile connection tre&Switch Aistheroot  e) The MH continues to sense the strength of the new
and the associated BSs are the leaves of the tree. The geograph- channel. If the channel strength becomes strong enough,
ical region covered by these seven cells is referred toras-a the MH concludes that it has been away from the cell
bile connection regionThe MH can use the assigned virtual boundary and will send out&TEADYmessage to inform
channel identifiers (VCIs) to communicate with the network. switch A. On the other hand, if the channel becomes
At any time, only the path between switch A and BS1 is actu-  weak gradually, the MH will search for another channel
ally in use while the other preestablished paths are used during for handover again.
the handover process. A mobile connection tree is similar to af) After switch A receives theSsTEADYmessage, it stops
one-to-many multicast tree. For the case of a mobile connection  multicasting and just sends the subsequent cells to the mo-
involving two MHs, each connection end is a mobile connection  bile user’s current access point (BS2).

tree. The signaling flow mentioned earlier can guarantee the

misrouted cells eventually received by the MH. When the MH
B. Handover Protocol moves back and forth between cells, this protocol also can

. . . . rovide a fast handover without losing cells.
We will describe an intraswitch handover protocol for the md’ 9
. : . . . : b) Handover Protocol for Traffic from an MH to a
bile connection regions involved in the handover that are in the .. /. . . o -
. . witch: The signaling message flow is illustrated in Fig. 4. We
same zone and an interswitch handover protocol for the mobije . :
. : . . : scribe this protocol as follows.
connection regions involved in the handover that cover differen

zones. We will use emphasized characters to represent signaling) When BS1 receives BLOOD message, BS1 acknowl-

messages. edges that the MH will have a handover at any time. How-
1) Intraswitch Handover Protocolin order to guarantee the ever, the MH still sends out cells to BS1. In order to pre-
quality of service, we will discuss the handover protocol to pre-  serve the cell sequence, whenever BS1 flushes out the last
serve cell sequence and to avoid cell loss separately. buffered cell, it issues AEXTmessage to tell switch A
a) Handover protocol for traffic from a switch to an that there is no cell in BS1. THREdEXTmessage also car-
MH: As shown in Fig. 2, the MH is currently communicating ries the next cell sequence numbey that BS1 will send.
with the fixed ATM network via BS1. A mobile connection tree Switch A responds to this message by multicasting the

has been created for this MH from the root (switch A) to the ~ message to all leaves of the tree.

BSs (BS1-BS7). Without loss of generality, we assume that the2) At this time, the MH joins to BS2 and send out cells

MH will move from BS1 to BS2. A new mobile connection tree to BS2 via the new radio channel. However, these cells

will be created during the handover, and BS1-3 and BS7-10  will be buffered at BS2 and will be triggered to be sent

will be the leaves of the new connection tree. The signaling  upwardly to switch A by &NEXTmessage received from

message flow is presented in Fig. 3. The proposed protocol to ~ switch A. BS2 then initializes £HANNEL RELEASE

avoid cell loss is described as follows. message to inform BS1 to release the previous radio
channel.

3) After BS2 gets th&lEXTmessage with+,” it sends out
the buffered cells to the root of the tree. BS2 will send out
theNEXTmessage whenever it flushes out the buffer for
this connection.

4) When BS2 receives tfeTEADYmessage, it goes to the
steady state and stops issuing MiEXTmessage.

a) When the MH detects the receiving channel strength di-
minishing, it initiates &FLOOD message via BS1 to re-
quest the root of the mobile connection tree to multicast
the incoming cells to all leaves, not only to the mobile
user’s access point. At this time, the MH begins to search
a new available radio channel for handover.

b) Switch A responds this message by multicasting the
downward cells to BS1-BS7. The handover signaling message flow may avoid cells via the

¢) The MH gets a new available radio channel and initiateew BS transmitted faster than cells via the old BS. Thus, it
a JOIN message with the next expected cell sequeno®ay guarantee the cell sequence.
number ¢) to the new base station (BS2). BS2 re- 2) Interswitch Handover ProtocolWe now discuss the case
sponds theJOIN message by issuinBEROUTINGand of an MH moves from Zone | to Zone Il, as shown in Fig. 2.
CHANNEL RELEASEHo switch A. At the same time, We assume that an MH is currently communicating with BS12,
BS2 also sends subsequent cells, which were multicastd the mobile connection region covers BS6, 7, 11, 12, 13,
earlier to the MH via the new radio channel. 15, and 16. BS6, 7, 11-13 belong the same zone under switch
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Fig. 3. The intraswitch handover signaling message flow for cells downward to an MH.
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Fig. 4. The intraswitch handover signaling message flow for cells upward to a switch.

A, and BS15 and 16 are in another zone under switch B. The
MH will move from BS12 to BS16 and create a new mobile
connection tree. BS12-13 and BS15-19 are leaves of the new

tree. We discuss the protocol in the following two sections.

Interswitch handover protocol for traffic from a switch to
an MH: In Fig. 5, the signaling message flow is similar to that
mentioned in the intraswitch handover. It is summarized as fol-

lows.

1) The normal data flow goes from switch C passing through 4)

2)

switch A to BS12, and then to an MH via a radio link.
When the MH detects the radio channel strength’s dimin-
ishing, it realizes that the radio channel will be unavail-
able and delivers BLOOD message to BS12 to request
the root of the current mobile connection tree (switch C)
to multicast the subsequent cells to all leaves of the tree
(BS6, 7, 11-13, 15, 16).

Switch A receives thé-LOOD message, looks up the
topology table, knows that some leaves belong to Zone

3)

II, and then delivers thELOOD to switch B via switch

C. At the same time, switch A also multicasts the cells to
the leaves, BS6-7 and BS11-13, that are in Zone .
When switch C receives thid OOD message destined to
switch B, it will relay it to switch B and multicast the cells
to switch B. After switch B receives tH.OODmessage,

it will lookup its topology table and then multicast the
cells to BS15 and BS16.

After the MH joins BS16 and carries the next ex-
pected cell sequence number),(BS16 will deliver a
REROUTINGmessage to request switch B to adjust the
old connection tree to a new one and deli@ANNEL
RELEASEt0 release the previous channel at the BS12
radio interface. Switch B processes the signaling mes-
sage by looking up the topology table, sets up the new
joining leaves, and also issueREROUTINGmessage

to switch A via switch C. ThR&@EROUTINGmessage will

tell switch A to release the virtual channel connection
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REROUTING te switch
CHANNEL RELEASE to previous BS

Passive

receive cells for MH

SETUP from switch / * JOIN from MH/

feceive ce]ls for MH

relay cells to MH

RELEASE from switch / * CHANNEL RELEASE from switch / *
Fig. 7. The state diagram of a BS for data flow from a switch to an MH.

from switch A to BS6, 7 and BS11. At this time, theBy the above protocol, the misrouted cells can be handled in this
connections are still in the multicast state and the celisterswitch handover procedure successfully, and the protocol
are now multicast to the new mobile connection regioncan also support a user moving back and forth between cells.

5) Switch C will continue to multicast cells to the new mo-  Interswitch handover protocol for traffic from an MH up-
bile connection region until it receivesSTEADYmes- ward to a switch: The signaling message flow is presented in
sage from the MH. Th6 TEADYmessage will enable Fig. 6. It is similar to that in Fig. 4. The protocol is summarized
switch B and C to turn the multicast to a single cast.  as follows.
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Fig. 8. The state diagram of a switch for data flow from the switch to an MH.

1) An MH sends &LOOD message to inform BS12 that itA. Formal Representation of the Data Flow from a Switch to a
may have a handover. After BS12 receives Bhi®©OD Mobile Host

message, whenever BS12 flushes out the buffer for thistpe state diagram of a BS for the data flow from a switch to
connection, it will issue NEXT message with the next 5, MH is shown in Fig. 7. There are three states:

expected cell sequence numbae}.( . . .
2) Whenever switch A gets théEXTmessage, it will mul- 1) Sleep:the BS does not belong to the mobile connection

. . : . region;
ticast the message to the mobile connection region ac 2) Passivethe BS is a member of the adjacent mobile access
cording to its topology table. There are two situations. points:

The first situation is that the MH does not yet join an- L . : , .
other BS. In this situation, tidEXTmessage will not af- 3? Actlve.the_BS s in the mobile u_ser S access point.
fect any nodes. BS12 ignores tNEXTmessage and just In Fig. 7, a BS, in a sleep state, receiveSETUPmessage to

sends out the new incoming cells if available. The secofgduest to join the mobile connection region, and then it goes
situation is the MH has joined another BS. ThenitiexT 1©_the passive state. Responding to the reced@N with
message with the cell sequence numbentill be used REROUTINGand CHANNEL RELEASHnessages makes it

to recognize the BS that the MH joins. The BS with a ceffnter t_he active state. THEHANNEL RELEASh‘messag(_a for
whose sequence number is™will respond to the multi- releasing the radio channel makes it enter the passive state.

castNEXTmessage by sending out the next expected CEh‘]i_nally, theRELEASHNessage for releasing the virtual channel

In this way, the cells sent via the old BS can reach the rogPnection makes it back to the sleep state. _
of the tree (switch C) faster than the subsequent cells via| N€ State diagram of a switch for data flow from the switch
the new BS. to an MH is shown in Fig. 8. There are two states:

3) As shown in Fig. 6, the firsNEXTmessage initiated by 1) Normal:the switch just receives cells destined for an MH
BS12 does nothing because the MH has not joined BS16  and routes them to the corresponding mobile user’s access
and the second initiateMEXT message is multicast to point;
the mobile connection region. This mobile connection re- 2) Handover readythe switch receives cells destined for an
gion may be a new one or the old one. This is related to ~ MH but multicasts them to the mobile connection region.
the timing sequence of tiéEXT, RELEASEandSETUP When the radio channel is strong enough, the switch is in the
messages described above. NteXT(n) message sent to normal state. In this state, the switch is in the single cast state.
BS16 will trigger BS16 to send out the buffered cells. When the radio channel becomes weak, then the switch goes

4) A STEADYmessage will be used to inform BS16 that théo the handover ready state. The switch then multicasts cells
current connection is in the steady state now and neetfzstined for an MH to the mobile connection region. When the
not issue &NEXTmessage again, whenever it flushes owwitch receives STEADYmessage, the MH will not handover
its buffer. again and the switch then goes back to the normal state.

As described above, this protocol can guarantee that the Oélt-
going cells will be delivered by the ATM switches in sequencﬁ0
despite of the MH handover.

Formal Representation of the Data Flow from a Mobile
st to a Switch

The state diagram of a BS for the data flow from an MH to a
switch is shown in Fig. 9. There are four states.

1) Passivethe BS is in the adjacent mobile access point. It
just listens for aJOIN message in this state.

IV. FORMAL REPRESENTATION OF THEHANDOVER PROTOCOL 2) Active-Bufferedithe MH has handed over to the BS,
which can receive cells from the MH and then buffer
We use the notatioA /B to mean that messagkis received them.

by a node and messadgis sent by the node [1]. fAorBisa 3) Active-Flood:for the data flow, the BS receives a cell
“x,” there is no corresponding message. We divide the protocol  from the MH and relays it to the switch. For the signaling
by the data flow from a switch to an MH and from an MH to a message, whenever the BS flushes out its buffer, it will
switch and describe their formal representations, respectively. issue aNEXTmessage.
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Fig. 9. The state diagram of a BS for data flow from an MH to a switch.

receive NEXT from BS / multicast NEXT to MCR

QoS criterion is to ensure that an in-progress connection
will accomplish its transmission without being interrupted.
Hence,handover dropping probabilitandforced termination
probability are two important QoS parameters for evaluating
( Normal B the pe_rformance_qf V\{ireles_s networks [17], [21]. The ha_n_dover
dropping probability is defined as the dropping probability of
J a mobile connection as a result of moving into a cell where
no radio channel can support this connection [17]. The forced
Fig. 10. The state diagram of a switch for data flow from an MHtotheswitclljl.ermma‘tIon prObab”!ty IS de.fmed as the probability of a_n
in-progress call's being terminated due to handover dropping
during its connection lifetime [17]. The forced termination
4) Active-Steadythe connection is in the steady state anfrobability depends on the number of handovers during its
the BS need not issueNEXTsignaling message again. connection lifetime and the handover dropping probability [17].
In Fig. 9, when a BS, in the passive state, receiveBO#N Based on the mobile connection tree, we will present a hierar-
message and sends dOHANNEL RELEASEIit goes to the chical wireless call admission control scheme to admit (reject) a
active-buffered state. The BS is now the mobile user’s accasmnection request at the tree-based layer and cell-based layer,
point. When the BS receives an indication messdgXT, it respectively. In the tree-based (cell-based) layer, the wireless
sends out the buffered cells to the switch. The BS then enters taél admission control will deny new initiated calls and only
active-flood state. In this state, the connectionis notin the steaatymit handover calls when the number of calls in the tree (cell)
state, and the MH still may handover again. After receivingexceeds a predefined threshold. This scheme maintains both
signaling messag8 TEADYfrom the MH, the connection is in the tree and cell state information as the hierarchical criteria
the active-steady state. BLOOD message makes it enter thdor call admission control. The purpose of hierarchical wireless
active-flood state again. When the BS, in the active-flood statsll admission control is to limit the number of in-progress
receives &£ HANNEL RELEASEessage, it means the MH hasalls and to prevent the forced termination of in-progress calls.
left the cell and the BS enters the passive state. The state di-
agram of a switch for data flow from an MH to the switch i3 Analytic Model
described in Fig. 10. It has only one state. For the signaling mes- _ _
sage, whenever it receiveSEXTmessage, it will multicastthe ~ We consider a homogeneous system that the arrival of new

holding timeis exponentially distributed with mearf & and the

dwelling timeof a call in a cell is exponentially distributed with
V. PERFORMANCEANALYSIS AND EXPERIMENTAL RESULTS ~ mean ¥h where the handover rate is[17]. Suppose each BS
can support at most' calls. We model the wireless call admis-
sion control as af{ /M /m /m queueing model. A new call may

In microcellular ATM networks, each BS has finite radidoe blocked, either first by the tree-based call admission control

channels. Thus, the radio channels may become the majdren the total number of calls in the tree exceeds a predeter-
bottleneck. Overloading may occur if a large volume of mobilsmined thresholdV or later by the cell-based admission control
connections crowds into a specific small region. A mobile corvhere the available channels are less than a predefined ratio of
nection will be dropped out if an MH moves into a cell wherall channelg|«C'|, 0 < « < 1). We assume the probabilities
no radio channel is available. ATM networks are supposed @ba call blocked by the tree-based admission contrdbaasnd
provide a transmission QoS guarantee. Therefore, an importhluicked by the cell-based admission controlfas Since the

receive cells from BS
send cells to destination

A. QoS Parameters
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Fig. 12. State transition of Markov process for in-progress calls in a cell.

two admission controls are independent, tittal call blocking Then the steady-state probability in staie derived as
probability (7;;,) is given by [17]

(TA+ Aen)’ .
Py=1-(1-P)(1-R). (1) TR (=N
Ti = N yi=N (8)
1) Tree-Based Wireless Call Admission Contrélirst, we To - (TA+ )‘t?‘) : At . i>N.
consider wireless call admission control from the tree point of g - !
view. Since atree consists of seven cells, thus the new call arrival )
rate of a tree is X and the rate of handover calls into a tree is SUPstitutingr; into (6), we get
r - . —1
A = 3h(1 — Pua) @ EA: (PA+ M)’ EC: (A + Aa)™ - ALY
. N R P R L oy - ! '
whereP,,, denotes the handover dropping probability. Note that =0 =N+l
3h is obtained since there are 18 edges in a mobile connection ©)

region and the handover rate to an edge of a célf& as shown

in Fig. 2. As mentioned before, if the total number of calls in Ahen7: can be obtained by substituting into (8). Therefore,
tree exceeds the threshaM, then the admission control will We gét

deny new calls and only allow handover calls. Therefore, we

get the effective arrival rate of the queueing model as P, = i i (10)
A+ Am, 0<k<N =N
k= {)\t}“ N<k<T7C. 3) 2) Cell-Based Wireless Call Admission Contrdfrom
the cell point of view, we consider a fixed channel assign-
An in-progress call in the tree is released with rate ment scheme where a BS reserves a fractioh ¢f total
channelsC' as guard channels for handover calls. If the total
p = pp + hPya + h/7(1 = Paa). (4) number of in-progress calls in a cell, denotedkasexceeds

_ _ _ m = |(1 — «)C], then the BS will accept handover calls only
Therefore, the effective call departure rate in stategiven by and deny new arrival calls. The state transition of the Markov
process for in-progress calls in a cell is shown in Fig. 12.

e = K (5)  Since the new calls must get through the tree-based admission
) _ ~control, the new call arrival rate is
wherek =1, 2, ..., 7C. Fig. 11 illustrates the state transition
of _Markov process f(_)r in-progress calls in atree. Let the proba- A = \1—P) (11)
bility of the process in statebe 7; Thus, we have
c and the rate of handover calls into a cell is
i=0 Aph = A(1 — Pua). (12)

From [22] and [23], we get The effective call arrival rate is given by

k-1
Ai A+ Ay, 05K
Thdl = Tk * H —. (7) A\ = { vt A, O k<m (13)
ik Mt Abh, m<k<C.
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0.07 ' v ' ~ where; is the probability of the Markov process in state
Therefore, the steady-state probability in staie derived as
0.06} follows:
A NG
0.05 ry - ot o) i<m
(i + h)e - 4!
C= ]0 i ()\ + A )rn )\i—rn (16)
0.04} Hz 0] | 7o - b bh - .'bh ; i > m.
Py h=05 (o +hyr -l
003 Substituting the above equations into (15), we get
0.02 * 2 non tree-based admission ctl. (P, =0) | m ) c . 1
' +: Tree-based admission ctl. ( P, =02 ) - Z ()\b + )\bh)z Z ()\b + )\bh)m . )\Lhm
0: Tree-based admission ctl. { P = 0.5 ) 0 P (4 h)e-dl o= (pp+ h)t- 4!
0.01r X : Tree-based admission ctl. (P,=0.7) | (17)
0 1 1 1 L
0 200 400 600 800 1000 Therefore, we have
Erlang load per cell c
P, = Z T (18)
Fig. 13. Handover dropping probability versus Erlang load under two-layer =
and single-layer admission controls. From Fig. 12, we get
()\b + )\bh)m 3 )\g}—m
Pu=FPc=m0- ! 19
ha = Po = mo (it h)e O (19)
0.3 :
Cféol P4 can be obtained by assigning an initial value f&g and
0.25¢ 2;0.5 iterating (12), (17), and (19) until thi,, value converges [21].
' To meet the QoS requirement, the tree-based admission control
02t thresholdV and cell-based reserved fractiarare used to con-
p trol the handover dropping probability below a predetermined
f’o | level at all time.
: 3) Forced Termination Probability:From the user point of
view, another QoS parameter, forced call termination proba-
01 bility (Pz), is measured. We definB, as the probability that
an in-progress call makes a successful handoverrgras the
0.05}+ probability of a failure handover. We have [24], [25]
I Py
0 ‘ - - : = hd (20)
0 200 400 600 800 1000 p+h
Erlang load per cell P = h-(1— Pua) ) (21)
e [J+ h
Fig. 14. Forced termination probability versus Erlang load under two-laygtherefore, [24]
and single-layer admission controls.
Pi=) PP
Since a busy channel is released with rate= p© + h, the e ; Frie
effective call departure rate in statds given by p;
“1-P.
h - Pua
=k 14 = 22
H Hb ( ) 2 + h- Phd ( )
wherek =1, 2, ..., C. Therefore, we have C. Experimental Results

This section uses an example to illustrate our hierarchical
c wireless call admission control. We consider a homogeneous
Z =1 (15) system that the call holding time is 10 units of time and the

Pt dwelling time of a call in a cell is 2 units of time. Each BS



WANG AND LEE: QoS SUPPORTED FREQUENT HANDOVER SCHEMES 951

1 | z 1
0.8- 0.8r
C=10
u=01 c=10
06 h=05 ] 0.6 /,l=01
Pt be h = 05
04+ *: P =0.001 1 04!
+:Py=001 % Pry=0.001
0: Pr=005 +: P =001
0.2 1
x: Ppy=0.1 0.2¢ 0: Py=0.1
0 : ' : : 0 ) , ,
0 200 400 600 800 1000 0 50 100 150 200
Erlang load per cell Erlang load per cell
Fig. 15. Tree-based call blocking probability versus Erlang load at differef_t}g. 17. Total call blocking probability versus Erlang load at different
predetermined; predetermined; .
1 . . : 0.07
=10 oosp =10
u=01 | i=01
h=05 005} Fi=03
P 0.041
*:Er=100 * h=001
0.03¢ .
+1Er =300 +ih=01
o: Er=>500 0,021 0:h=05
’ X:h=1
0.01¢ w " v
1 X L 0 | ‘ . .
0 0.1 0.2 0.3 0.4 0 100 200 300 400 500

Py Erlang load per cell

Fig. 16. Tree-based call blocking probability versus forced terminati

probability at different Erlang loads. Oﬁg. 18. Handover dropping probability versus Erlang load at different

handover rates.

can support up to ten calls. The parameters given above do adarger P, can lower the forced termination probability. The
affect the relative experimental results shown in the followingalues ofP; that the tree-based admission control should sup-
figures. In Fig. 13, we compare the handover dropping probahilert to meet different’;; requirements is shown in Fig. 15. It
ities under the two-layer admission control and the single-laysinows that a smallef;; needs a largeP; to meet the QoS in a
admission control. It shows that as the Erlang load per cell iheavy traffic load environment. This result can also be validated
creases, the handover dropping probability increases. In adddm Fig. 16. Fig. 17 shows the total call blocking probability of
tion, the tree-based admission contfl > 0) can effectively anew call under a giveR;, and Erlang load. A new call is more
reduce the handover dropping probability in comparison wittifficult to admit (largerF;),) in a system where a higher QoS
no tree-based admission contrét, (= 0). Increasing the new (a smallerF;) is requested in a heavy traffic load environment.
call blocking probability £) of the tree-based layer will re- We now take the effect of handover rates into account. Fig. 18
duce the effective new call arrival rate, and thus have a smaltdrows the relation between handover dropping probability and
handover dropping probability. Fig. 14 shows the relation b&rlang load at different handover rates. It indicates that an MH
tween Erlang load per cell and forced termination probabilityas a lower handover dropping probability in a high handover
where four different tree-based new call blocking probabilitieste environment than in alow one. This is because a higher han-
are considered. It shows that the forced termination probabilifpver rate will have a larger average departure rate in the state
increases as the Erlang load increases. To guarantee the @@a®sition of the Markov process in Fig. 12; thus, it will have a
controlling the forced termination probability under a preddewer probability in state”. Fig. 19 shows that the forced ter-
fined level is an important criterion. From Fig. 14, adoptingnination probability initially increases up to a threshold, and
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[4]

(5]
(6]

Fig. 19. Forced termination probabilities versus handover rate at different

Erlang loads.

then decreases gradually as the handover rate increases. In tlfb‘?

(71
(8]

ascending curve, the handover dropping probability will not de-

crease abruptly due to the increase of the handover rate, whil&d]
in the descending curve, the forced termination probability will

[11

approach zero (but not equal zero) because the handover drop-

ping probability will be a small value as the systemisin a high[

handover rate environment.

VI. CONCLUSION

(13]

(14]

The challenge of the handover problem is closely relateghs)
to the development of wireless networks. In our proposed
approach, under an ATM network backbone, an MH may havcﬁe]
high frequent and smooth handover without increasing the

workload of network control during the connection lifetime,
and it also allows the MH to handover back and forth in a shor{

17]

period of time. Our handover protocol can avoid cell loss and
preserve cell sequence. Hence, it can enhance the quality Bl
transmission in real-time traffic such as voice and video. An-
other advantage of our protocol is that it can also work correctly19]
in a nonoverlapping microcell environment without any hurdle.
This increases network capacity relatively. A formal repre-
sentation of the handover protocol using finite-state diagramgo]
has been depicted for protocol specification and verification
formally. In addition, a hierarchical wireless call admission
control is used to control the handover dropping probability[21]
and the forced termination probability below predefined levels
to provide a quality-of-service guarantee. Experimental result@z]
show that our hierarchical call admission control can provide
higher QoS (smaller handover dropping probability and forced23l

termination probability) for admitted MHs in comparison with |54

the single-layer call admission control. With good quality of
service for the dense user population, our efficient handover5
scheme can help to speed up the spread of cellular ATI\/[I2 ]

networks.
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