obtained for the photodetected current in the SSB case:
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It may be observed that while the time-stretch phenomenon is still
present, the dispersion factor is now encountered in the phase
term of the electrical photodetected signal. Therefore, when SSB
modulation is employed no power penalty is obtained, as shown in
Fig. 3, although some phase distortion is produced. However, this
phase distortion may be casily equalised in the electrical domain,
ag discussed in [4].

Conclusion: The bandwidth limitation of photonic ADCs based on
time-stretch techniques has been analysed. It has been shown that,
when SSB modulation is employed, the chromatic dispersion
power penalty which canses the bandwidth limitation is completely
overcome. A dispersion factor remains in the phase term, but the
resulting phase distortion may be eliminated in the electrical
domain. Therefore, the authors propose SSB modulation as a sim-
ple and affordable technique which overcomes the main drawback
of photonic ADCs based on time-stretch techniques.
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Voice activity detector based on CAPDM
architecture

Chia-Horng Liu and Chia-Chi Huang

A voice activity detector based on the controlled adaptive
prediction delta modulation architecture is presented. The
proposed detector utilises two parameters, a prediction gain and a
prediction indicator. Computer simulation results show the
proposed voice activity detection algorithm to be very robust in a
noisy environment,

Introduction: Discontinuous transmission (DTX) is an efficient
and simple technique which makes use of the on-off characteristics
of human conversations. Using DTX, only the active periods of a
conversation are transmitted. The inactive periods are detected
and removed at the transmitter, and only about 40% of a conver-
sation is transmitted. Therefore, system capacity can be increased
and transmission power reduced, at the same time.
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To implement the DTX mechanism, a voice activity detection
(VAD) algorithm is needed to group the input speech samples into
voiced and unvoiced segments. Conventional VAD algorithms are
based on monitoring short-time energy, E,(n), and the zero-cross-
ing rate, Z{n), of a speech signal [1]. Based on these two parame-
ters, commonly used VAD decision rules for deciding the presence
of voiced segments are [2]

By(n) > ne (1)

ZS(TL) < Uzzlzs(ﬂ) > Moy (2)

where 1, is an energy threshold, and n,; and n,, arc the lower
bound and upper bound, respectively, of the zero-crossing rate, It
has been observed that the performances of the traditional VAD
algorithms are poor at low signal-to-noise ratio (SNR) [3].

laoking-forward
compatrison
(segment by segment)

Tig, 1 Speech coder and voice activity detector, and VAD decision rules
@ Block diagram of CAPDM speech coder and proposed voice activ-

ity detector
b VAD decision roles

Basic structure of CAPDM: A block diagram of a CAPDM
encoder is shown in the dashed box of Fig. 1a [4]. Basically, it
consists of a decision unit, a stepsize estimator, and an adaptive
predictor. The function of the decision unit is to compare the dis-
tance between the current specch sample and the two estimated
samples, assuming bit 0 or bit 1. It decides whether 0 or 1 is to be
sent, according to which cstimate is closer. This is the feature of
one-step looking forward decision.

The function of the stepsize estimator is to produce both syl
labic and instantaneous stepsize estimation. These two estimates
are then combined to generate the current stepsize estimation,
Ag(m) and A,(n), for bit 0 and bit 1. The function of the adaptive
predictor is to generate two estimates of the current speech sam-
ple, Xeg(n) and Xe,(n), for bit 0 and bit 1, as shown in the follow-
ing equations:

N
Xeo(n) =Y aoi(n)» Xe(n — i)+ Ag(n)  (3)
i=1
AT
Xei(n) = Zali(n) * Xe(n —1) + Aq(n) (4
=1
where Xe(n — i) is the previously chosen estimate at time instant (1
~ i). The filter coefficients, (1) and «, (1), are adapted recursively
using a simplified stochastic approximation of the gradient
method.

VAD algorithm designed for CAPDM architecture: Two parame-
ters extracted from the CAPDM architecture for VAD usage are
the prediction gain G, and the prediction indicator C, as shown in
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Fig. la. The prediction gain [3] is defined as the ratio of the
power of the input speech signal and the residual signal over a
specch segment (~16ms). The residual signal is the difference
between the input speech samples and the predicted speech sam-
ples. The prediction gain works well at a low SNR (> 5dB). How-
ever, when the SNR decreases below SdB, the misclassification
probability increases rapidly. Thercfore, in addition to the predic-
tion gain, we suggest use of a prediction indicator to reduce the
misclassification probability at a very low SNR.

The prediction indicator is the number of occasions that two
consecutive specch samples are not bounded by the two estimated
speech samples for both the assumed bit 0 and bit 1, as expressed
in the following equations:

If Xey(n) < S{n) and Xeg(n + 1) > S{n+1) C++
(5)

If Xeg(n) < S(n) and Xey(n+1) > Sn+1) C++
(6)

Since CAPDM has good speech waveform tracking ability, the
prediction indicator for a voiced segment is smaller than an
unvoiced segment. Furthermore, when the background noise is
large, the prediction indicator still has good classification capabil-
ity. Therefore, the prediction indicator is used along with the pre-
diction gain for VAD. Overall, the VAD operation consists of two
steps, as shown in Fig. 16. The first step is to compare the predic-
tion gain G, with a threshold 1,. A scgment with the prediction
gain larger than 1, is classified as a voiced segment. Otherwisc, we
compare the prediction indicator C with another threshold n,. A
scgment with C smaller than 1, is classified as a voiced scgment.
Otherwise, it is considered as an unvoiced segment. It is noted that
m and mn, are derived by simulation to achieve the smallest mis-
classification probability.

0.60

040 |

o
o
o

misclassification probability

0 | | | I
-5 0 5 10 15 20

SNR, dB

Fig. 2 Comparison of misclassification probability of proposed and con-
ventional VAD algorithms

O prediction gain + prediction indicator
< prediction gain

A zero-crossing rate

+ cnergy levels

Performance comparisons: We cvaluated the performance of the
proposed VAD algorithm by comparing the misclassification
probability with two conventional VAD algorithms (2]. The mis-
classification probability is the sum of miss detection and false
alarm probability. The input speech signal was sampled at 10kbit/s
and processed by a CAPDM speech coder. The background noise
was an additive white Gaussian signal. The length of a segment
was 250 samplcs, which is ~16ms. The 1, is 0.9 and the 1, is 80,
both formed lor our simulation.

Fig. 2 shows the misclassification probability for the proposed
VAD algorithm and the conventional ones, with SNR varicd from
—5 to 20dB. It shows that the misclassification probability of the
proposed VAD algorithm is much smaller than that of the con-
ventional algorithms over the whole SNR range, especially at low
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SNR. Fig. 2 also shows that the misclassification probability is
reduced at very low SNR by the use of prediction indicator.

Conclusions: We present a new VAD algorithin using both the
prediction gain and the prediction indicator based on the CAPDM
architecture. This new VAD algorithm can classity speech seg-
ments well at a very low SNR. The resulls obtained trom our sim-
ulation show that the misclassification probability of the proposed
method arc muech smaller than the conventional methods.
Through the vse of the proposed VAD algorithm with DTX, the
oftective data rate of a 16kbit/s CAPDM speech coder can be fur-
ther reduced.
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Improving direct torque control by means of
fuzzy logic

A. Arias, L. Romeral, E. Aldabas and M.G. Jayne

Investigations are carried out on a fuzzy logic direct torque
control system, which not only reduces the torque ripple, but also
reduces the reactive pewer laken from the mains by ¢hoosing the
oplimum refercnce fMux value. Additionally, this fuzzy controller
is adaptive and may be applied to any induction motor.

Introduction: Classical direct torque control (DTC) has inherent
disadvantages, such as problems during starting resulting from the
null states, the compulsory requirement of torque and flux estima-
tors, and torque ripple. This Letter is focused on the means of
reducing torque ripple, which is the most undesirable of the disad-
vantages mentioned [1, 2]. This is achieved by the application of a
duty cycle, which will impose an inverter switching state which lies
betwcen the selected state of the classical DTC system and a null
state [3].

A stator flux reference oplimam controller is also designed,
which not only helps to achieve a smaller (orque ripple, but also
reduces the reactive power consumption of the drive. This is
achieved by changing the stator flux reference value with reference
being made to the correspondent torque reference value, There-
fore, the stator flux reference valuc chosen is to be just of suffi-
cient value to produce the desired torque.

New controller: In classical DTC induction motor drive systems,
there are torque and flux ripples which arc attributable to the
none existence of the voltage source inverter (VSI) states which
can generate the exact voltage value which will make the electro-
magnetic torque error and stator flux crror both zero [4].

This new technique is based on supplying the inverter with the
selected active states for sufficient time (o achieve the torque and
flux references values. For the rest of the switching period, a null
state 1s selected that will not almost change either torque or flux
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