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Abstract. We propose using the TCP decoupling approach to improve a TCP connection’s goodput over wireless networks. The perfor-
mance improvement can be analytically shown to be proportiongdMd U /HP_Sz, where MTU is the maximum transmission unit of
participating wireless links and HP_Sz is the size of a packet containing only a TCP/IP header. For example, on a WaveLAN [32] wireless
network, where MTU is 1500 bytes and HP_Sz is 40 bytes, the achieved goodput improvement is about 350%. We present experimental
results demonstrating that TCP decoupling outperforms TCP reno and TCP SACK. These results confirm the agyaWsi$/eiP_Sz
performance improvement.
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1. Introduction To achieve improved throughput and at the same time im-
plement congestion control in a lossy wireless network, a
TCP [28] is the most widely used protocol for providing reTCP connection needs to distinguish packet losses caused
liable and in-sequence transport service between two hog{scongestion from those caused by corruption. For packet
over the Internet. Recently, wireless networks have growgsses caused by congestion, the TCP congestion control
significantly, and as a result, studying and improving TCPghould reduce the TCP connection’s sending rate to help re-
performance over wireless networks has become an actigve the current congestion. For packet losses caused by
area of research. corruption, the TCP congestion control should not be in-
The current TCP congestion control design does not gked. That is, the lost packets should be retransmitted but
low TCP to perform well over unreliable wireless linksthe current sending rate should not be reduced. Recall that
When one packet of a TCP connection is lost, the sendifgp's congestion control uses an additive-increase (when
rate of the TCP connection must be reduced by at least 50ffere is no congestion loss) and multiplicative-decrease
(The rate reduction for TCP reno and TCP SACK is 50%when there is a congestion loss) algorithm [10,21] to control
For TCP tahoe, it can be much higher than 50%. This pg-TCP connection’s sending rate. When a packet is corrupted
per assumes that TCP reno is used.) When multiple packgfg |ost, the sending rate of the TCP connection should still
in a TCP’s congestion window are lost, the TCP connectiqep increasing, rather than being reduced, until one of its
is very likely to time-out for more than one second. Thigacket is lost due to congestion.
congestion control design works well to prevent congestion However, to distinguish packet losses caused by conges-
in a network in which links (such as fiber optics) have veryjon from those caused by corruption is challenging. Many
small bit-error-rates (BERS) (e.g., 1). In such an envi- approaches have been proposed aiming at improving TCP
ronment, packet losses mostly result from packet droppiRgrformance over wireless networks. Section 2 will briefly
due to router buffer overflow during congestion. Howevefeyiew these approaches.
in a network in which links (such as wireless links) have Thjs paper proposes the TCP decoupling approach to im-
large BERs (e.g., 1®), and therefore, packet losses may reyrove TCP's performance over lossy wireless networks. In-
sult from both packet dropping due to congestion and packgéad of attempting to distinguish packet losses caused by
corruption due to link errors, TCP's congestion control dg;pngestion from those caused by corruption, this approach
sign will mistakenly and unnecessarily reduce a TCP coQises tiny (40 bytes) TCP/IP header packets to implement
nection’s sending rate when its packets get corrupted apgp congestion control for a stream of large data pack-
lost due to link errors. The result of these wrong control dests, which are responsible for carrying the user application’s
cisions is that the achievable throughput of a TCP connectiggis. Since the packet-error-rate (PER) is proportional to
over wireless networks with large BERs can be very poor.the packet size [13,14] and the packet size of these tiny
* This work is based on the author’s Ph.D. thesis [31] at Harvard Univel;]-e":“d(_:‘r packets is small, the chance that a tln,y header packet
sity. gets corrupted and therefore TCP’s congestion control gets
** The first author's Ph.D. thesis advisor. wrongly triggered becomes small as well. As aresult, TCP’s
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goodput improves in the TCP decoupling approach, and tR€P connection. Snooping protocols of this kind have some

performance improvement can be analytically shown to lokawbacks. First, the agent must be TCP-aware. As a re-

proportional to,/MTU/HP_Sz, where MTU is the maxi- sult, this scheme is protocol dependent and can not work

mum transmission unit of participating wireless links antbr other existing protocols or future protocols when they

HP_Sz is the size of a packet containing only a TCP/IBecome available. Second, the snooping performance over-

header. head is high. Third, although a lost packet can be retransmit-
The rest of this paper is organized as follows. Sedted locally by the base station, the generated three duplicate

tion 2 surveys previous work. Section 3 analyzes howaxknowledgment packets still reach the sender of the TCP

nonzero BER limits the maximum throughput that a TCBonnection and cause the sender to unnecessarily reduce its

connection can possibly achieve. Section 4 describes the dending rate by 50%.

sign and implementation of our TCP decoupling approach.

Section 5 presents the reliable decoupling socket approaghy spjit connection (e.g4])

which is a direct application of the TCP decoupling approach

for improving TCP performance over lossy wireless neft only the last hop to a mobile host is a wireless link, a TCP
works. Section 6 discusses the strategies that are currepiy,nection to a mobile host can be split into two connec-
used in the error control of the reliable decoupling sockgbns, The first one starts at the sender of the TCP connec-
approach. Section 7 explains why the reliable decoupligg and ends at the base station. The second one starts at
socket approach can achieve a significant improvement g pase station and ends at the mobile host. Since the sec-
TCP’s goodput. Section 8 presents experimental results &gl¢ TCP connection is explicitly used for the wireless link
shows that the TCP decoupling approach outperforms TGfere packet losses are solely due to corruption, not conges-
reno and TCP SACK. Section 9 compares the TCP decqsy it can be fine tuned to improve TCP performance on the
pling approach to other approaches and points out its advgfeless link. A shortcoming of this kind of schemes is that
tages over them. Section 10 discusses some future work that end-to-end semantic of TCP is violated. For example,
can further improve the performance of the TCP decouplifgis will cause connection re-establishment problems when
approach. Finally, section 11 concludes this paper. the mobile host switches to other base stations during a TCP
connection’s life time.

2. Related work . e
2.4. Explicit loss notification (e.g5,29])

This section briefly summarizes some approaches that have ) ) )
been proposed to improve TCP performance over wireldsike the snooping protocols described earlier, a TCP-aware

networks. agentis run on the base station to watch passing TCP paqkets
to deduce that there may be a packet lost due to corruption.
2.1. Link-layer schemes (e.{L,14) It then sets a special bit in the returning acknowledgment

packets to notify the sender of a TCP connection that the

Forward error correction (FEC) schemes can be used to f8¢ent packetloss may be a result of corruption, not conges-
duce the effective BER of a wireless link at the expense 8pn- When detecting this bit, the sender will not reduce its
reduced bandwidth and a requirement for high processiéﬁ)?nd'ng rate by 50%. This scheme is an improved version
power to encode and decode packets. Automatic Requé¥tSnooping protocols but still has some.drawbacks. F|rst,.
Repeat (ARQ) can be used to automatically retransmit |d5€ agent must be TCP-aware and, as pointed out above, this
packets at the link layer to hide packet loss from the sendheme is protocol dependentand can not work for other ex-
of a TCP connection at the expense of increased delay d4#¢Ng protocols or future protocols. Second, the snooping
delay variations, and introduced packet reordering. TheRgrformance overhead is high. Third, the TCP congestion

two schemes can be combined to improve the quality ofc@ntrol at the sender of a TCP connection needs to be modi-
wireless link. fied and becomes more complicated.

2.2. Snooping protocol (e.d6]) 2.5. Modifications to TCP (e.d2])

If only the last hop to a mobile host is a wireless link, FCP SACK can be used to recover from multiple packet
TCP-aware agent can be run on the base station to sndagses in a window without timing-out. The same TCP con-
passing TCP packets and do some local control. For egestion control algorithms, but with different parameters,
ample, by caching recently transmitted TCP packets sentdan be used to transmit data more aggressively. For example,
a mobile host and monitoring the acknowledgment packetsthe TCP receiver, “ack every other packet” can be changed
returning to the sender of a TCP connection, the snoopitm“ack every packet” to increase a TCP connection’s ramp
agent can quickly resend a cached copy of a lost packetup speed. A drawback of this approach is that these modifi-
the mobile host if it observes that more than three duplicatations to TCP may result in a TCP protocol that is too ag-
acknowledgment packets are sent back to the sender afrassive and thus harmful to congestion control in a network.
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3. Effect of bit-error-rate on a TCP connection’s (BR)W'W+(3/4)W packets transmitted

maximum achievable throughput

window size
W S U U S QU

This section analyzes the effects of a nonzero BER on the
maximum bandwidth an idealized TCP connection can po\gf2
sibly achieve. An idealized TCP connection is defined as a
TCP connection whose fast retransmit and recovery mecha- > RIT* W) — time
nism always works on packet losses and never times-out.
Consider a typical BER value of 310° for a wireless Figure 1. TCP’s saw-tooth window growing and shrinking.

link [11]. Assume that, just for this analysis, the packet size .

PS is a typical MTU of 576 bytes, and that bit errors ar Based on equation (3), for example, whén= 4, RTT =
uniformly distributed in packets [11]. Then the Packet Erro 540 and PS= 576,

Rate is approximated as MAT = 26 kbps 4)

PER=BER-PS=3.10"".576-8=0.14. (1) Using a retransmission packet loss detection algorithm,
Samaraweera and Fairhurst [29] reported that their method
This means that on average one corrupted packet is expeatad achieve an optimal throughput of about 26 kbps un-
to occur in every 1/PER: 7.2 packets. der similar assumptions about BER, packet size and RTT.
We calculate the Maximum Allowable Window#) in  Their empirical results are consistent with equation (4) of
packets and the Maximum Allowable Throughput (MAT) irour analysis.
bits per second assuming that there is no TCP time out. ThatThe MAT value of equation (3) results from link errors
is, this analysis assumes that a corrupted packet can alwegther than network congestion. Thus, the MAT value will
be recovered by the fast retransmit and recovery mechanidrald even when there is no congestion in the network and
When a packet is corrupted and lost, TCP’s congestion cdhe link bandwidth is infinitely large. The severity of the
trol will cut its current congestion window siZ& to W/2, problem increases when RTT is large, as in the case of satel-
and then increase the congestion window size by one paclé communications [2,30]. This poor TCP throughput pre-
every round-trip time (RTT) until one packet is corruptegented in the analysis is a consequence of incorrectly apply-
and lost again. Since bit errors are uniformly distributed ovétd TCP congestion control algorithms to a situation where
the stream of TCP packets, the number of transmitted padlacket losses are due to link errors, rather than congestion.
ets between two packet corruptions (called a “cycle” in the
following discussion) is roughly the same. Then, there exisj{s
a W such that, in each cycle, the TCP connection’s window

size will grow fromW /2, (W/2) +1,...,t0(W/2+ W/2), |n the TCP decoupling [23,31], TCP congestion control is
then drop back tdv/2. In each cycle, the total number ofapplied to a data packet stream without actually transport-
packets transmitted between two packet corruptions (I0Ssgf) data packets over a TCP connection. A TCP connection

The TCP decoupling approach

is, thus, W/2 + (W/2+ 1) + --- + (W/2+ W/2) = using the same network path as the data packet stream is
(3/8W - W +3W/4. set up separately and the transmission rate of the data packet
Therefore, stream is then associated with that of the TCP packets. Since
the transmission rate of these TCP packets is under TCP con-
1 w w w W . .

— = — + <_ + 1) 4+t <_ + _) gestion control, so is that of the data packet stream. Because

PER 2 2 2 2 the data packet stream is not transported on a TCP connec-

_ §W W+ 3_W ) tion, the regulated data packet stream needs not be subject to

8 4 properties caused by TCP error control such as automatically

retransmitting lost packets at the TCP sender and delaying
already arrived out-of-order packets in the TCP receiver’s
sembly queue. These properties may not be desirable for

Based on equation (2), given a PER vali#g, can be
solved. For example, when PER is 0.1M,is about 4.
Note that the congestion window grows by one packet p§ﬁ

data packet streams.
RTT. Thus, a total of3/8)W - W + 3W /4 packets are sent .
over(W/2) - RTT time as depicted in figure 1. This implies Because the TCP decoupling approach decouples TCP

congestion control from TCP error control and allows them

that to be separately and independently performed, this approach
3 3w 8 has several important applications [31]. The first applica-
MAT = <§W W T) -PS: (W/2)-RTT tion is to provide TCP trunking service [23] for MPLS label-
3 8 3 8 switched paths [9] and ATM virtual circuits [26]. The sec-
=71 W - PS. RTT + 5 PS. RTT (3) ond is to provide a 100% TCP-friendly congestion control

scheme for multimedia streaming applications. The third is
where RTT is the round-trip time, in seconds, for the TCE improve TCP performance over wireless networks as de-
connection. scribed in this paper.
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The TCP decoupling approach has been implemented enHP_Sz Header packet size in bytes. This paper assumes
FreeBSD 2.2.8. Extensive experimental results have beenHP_Sz= 52 because typically a header packet contains
collected on a network testbed consisting of up to sixteen a 40-byte TCP/IP header and a 12-byte TCP timestamp
400 MHZ Pentium PCs at Harvard University. option.

This paper focuses on the application of the TCP decou-
pling approach in improving TCP performance over wirelesg 2. Overview of the TCP decoupling approach
networks. This section presents the design and implementa-

tion of the TCP decoupling approach in detail. The TCP decoupling is an approach to implement a TCP
circuit. Figure 2(a) depicts a TCP circuit. A TCP circuit
4.1. Notation and terminology can be used as an edge-to-edge TCP trunk [23] or an end-to-

] ) ] ] ] ] end connection for wireless communication and multimedia
Th|s section defines some notations and terminologies Whlg{peaming application [31]. The sending node and receiving
will be used throughout the paper. node of a TCP circuit thus can be a router or a host.

o Circuit. A routing path over which a stream of data pack- Figure 2(b) shows how a TCP circuit is internally imple-
ets will be transmitted. Data packets to enter a circuit withented by the TCP decoupling approach. A TCP circuit
be emitted into the circuit at certain rates by the sendirig composed of a GMB sender at its sending node and one
node of the circuit. Once a data packet is emitted intar multiple control TCPs between its sending and receiving
the circuit, it will be forwarded by intermediate routersiodes. Data packets flowing into the TCP circuit are first di-
on the circuit path as soon as they can. rected to and stored in the tunnel queue at the sending node.

e TCP circuit A circuitwhose sending node uses TCP conl"e GMB sender is used when a TCP circuit is allocated
gestion control to control the emission rate of data pacR-certain GMB along its path. The GMB sender uncondi-
ets into the circuit. tionally sends data packets in the tunnel queue into the TCP

circuit at the GMB rate. In figure 2(b), one control TCP con-

* Sender and receiver of a TCP circuiThe sender of & %ection is set up between the sending node and the receiving

TCP circuit is composed of a GMB sender (section 4.5.
and one or more senders of control TCP(s) set up for t
TCP circuit. The receiver of a TCP circuit is compose

-?-L:O;iifgu?_ore receivers of control TCP(s) set up for th Each control TCP sends out its header packets under TCP
) _ congestion control algorithms when there are data packets in
e Control TCP. A control TCP is a TCP connection set URpe tunnel queue. These header packets each contain only a
between the sending and receiving node of a TCP Cifcp)ip header and no data payload. They only need to con-
cuit to regulate the emission rate of a data packet streafy, 5 TCp/IP header because, in order to implement and use
flowing into the circuit. The version of control TCP usedrcp ¢ongestion control, the control information exchanged
in the currentimplementation of TCP decoupling is TCB4 carried by the packets of a TCP connection actually is
reno. It can be any other version (e.g., TCP SACK [25]}y| contained in the TCP headers of these packets, and the
e Sender and receiver of a control TCPhe sender of a content of the TCP data payloads of these packets are totally
control TCP is the TCP processing module at the sendifigelevant and can be empty. For each transmitted header
node of the control TCP. The receiver of a control TCP igsacket, the control TCP on the sending node emits data pack-
the TCP processing module at the receiving node of thes in the tunnel queue into the TCP circuit totaling up to
control TCP. VMSS bytes. The sending rate of the data packet stream,
e Header packetA header packet is generated and sent dus, is proportional to the sending rate of the header pack-
the sender of a control TCP to the receiver of the contrels. Since data packets traverse the same routing path as
TCP. A header packet contains only a TCP/IP header, aneader packets (this assumption is discussed in section 4.3
has no data payload. later), they will experience the same congestion level at the

« Control packetA control packet is either a header packet@Me place at the same time. Suppose that congestion oc-

or an acknowledgment packet generated and sent b&&S and buffe.r eventuglly overflows in a router on the path,
by the receiver of the control TCP to the sender of th¥Nich results in dropping of header packets, the sender of
control TCP. the control TCP will reduce the sending rate of its header

packets, which also results in a proportional reduction in the

sending rate of the data packet stream. By this method, the

X o P decoupling approach achieves the goal of using TCP’s
packet_ IS normally gen?rate? by a user application prgbngestion control to regulate the transmission rate of a data
gram, itis also called a “user” packet in the paper. packet stream for utilizing available bandwidth.

o GMB. Guaranteed minimum bandwidth, in bytes per unit |y contrast with the traditional TCP approach in which
time. data packets need to be carried (encapsulated) by TCP pack-

e VMSS “Virtual maximum segment size” in bytes. It is aets and thus be coupled with TCP/IP headers, in the TCP
configurable parameter. decoupling approach, data packets are transmitted as inde-

8de of the TCP circuit to probe for the available bandwidth
r the data packet stream beyond the TCP circuit’s allocated

MB.

e Data packet (user packetA data packet is a packet in
a network which is not a control packet. Since a da
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Data (user) packets f4 Header packets {} acknowledgment packets

r header
data payload

(a) A TCP circuit

TCP circuit ) ) TCP circuit
sender A TCP circuit receiver

|
| GMB
! Sender

( Queue Control
|
! TCP Control
|
| Sender TCP
| Receiver
I
Sending node A TCP circuit Receiving node

Figure 2. The TCP decoupling approach for implementing a TCP circuit.

pendent packets from header packets and their packet fool OSPF [20,27] only updates routing tables every 30 s or so
mat and packet content remain unchanged. The data patkedvoid route flapping. Another concern is about multi-path
stream does not suffer from the properties caused by TCRsiting, which splits the load of a packet stream onto multi-
error control as TCP's error control is applied to the headgte routing paths for load-balancing purposes. This problem

packets only, not to the data packets. should be minimum as network researchers now understand
_ _ that the minimum granularity of load-balancing should be
4.3. Assumption of the TCP decoupling approach a flow — a packet stream with the same source and destina-

tion IP addresses, otherwise a TCP connection’s throughput

and the quality of a UDP audio/video stream will suffer

e to excessive packet reordering. (For applications using
, packet reordering causes duplicate acknowledgment

ckets, which unnecessarily trigger TCP’s fast retransmit

One assumption required by the TCP decoupling approac
that the routing path taken by the data packets should be
same as the routing path taken by the header packets w
control them. Obviously, if header packets take a different

: a
path than data packets, header and data packets wil not 8 orithm, which in turn unnecessarily reduces the sending

perience the same congestion level at the same place atr e of a TCP connection. For multimedia applications usin
same time in a network and, as a result, the TCP decoupli s PP ISIng
P, packet reordering increases the required buffer size to

approach may fail. d f-ord kets before th b
However, in the current Internet, we can argue that Wh@ﬁore and rearrange out-ol-order packets before they can be

the TCP decoupling approach is used for end-to-end app“(pégyed back at the receiving .host, which also adds unneces-
tions, the problem of using different routing paths for head&f"Y ‘?'e'ays to.the. playback time and degrades the quality of
and data packets is not likely to happen, and when the T¢@#I-time applications such as IP phone.)

decoupling approach is used for edge-to-edge applications S€cond, consider the edge-to-edge application such as

there exist solutions for it. The reasons are presented as fbfP trunking where the data packet stream is an aggregate
lows. stream composed of many flows each with its own different

First, for end-to-end app”cations such as wireless CO[‘H:_) source and destination addresses. A TCP trunk can be

munication and multimedia streaming applications, da@gsociated with a layer-2 ATM [26] or Frame Relay [19] vir-
and header packets have the same IP destination addredg@écircuit, or an MPLS label-switched path [3,9] to make
When routing tables change, a header packet may take a gite that its header and data packets all take the same routing
ferent routing path than its associated data packet(s). A&th. These TCP trunks are intended to be used in the back-
though this problem may happen, it affects only one paone networks [23], where ATM and Frame Relay virtual
of a header and its associated data packets totaling aifcuits and MPLS label-switched paths are provided for en-
to only VMSS bytes. The route change problem is exgineering traffic. Running a TCP trunk on top of such a vir-
pected to happen infrequently as the Internet routing protmsal circuit or label-switched path is feasible and well-suited.
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4.4. Design goals (or properties) of the TCP decoupling ) (SBMAB
approach e
. . .. Tunnel
The design goals of the TCP decoupling approach are list nnel Quewe Control
as follows: — R
(1) Arrivals of data packets at the sending node of a TCP
. . .. Control | &
circuit trigger transmissions of control (header) packets. ! TCP
Sender
(2) Do not automatically retransmit lost data packets. .
—> e

(3) Do not introduce packet reordering to a data packet

stream. Figure 3. The architecture of the sending node of a TCP circuit imple-
) o mented in the TCP decoupling approach.
(4) Do not introduce extra transmission delay to a data

packet other than that caused by TCP’s congestion con- packets generated by the sending node itself
trol.
. redirected path
(5) Do not modify the content of a data packet. T
) .‘0’% tunnel Q \\\ Ethernet interface
(6) Do notincrease the length of a data packet. or N ‘; —_—
Fa"‘ketz d arriving packets  original path outgoling packets
B orwarde
(7) Low bandwidth overhead for control packets. in by the

upstream

(8) Simple and efficient implementation (for high through=""

pUt)- Figure 4. Redirection of arriving packets to a tunnel network interface
] queue, from which they will be sent out through a physical network in-
(9) Easy to set up, configure, and use. terface (e.g., an Ethernet interface) later.

Goal (1) is desirable because generating and sending con-
trol packets when there are no data packets to send unr@& The TCP decoupling mechanism on the sending node of
essarily waste network bandwidth. Goal (2) is desirable be- a TCP circuit
cause different applications have different reliability require-
ments for their packet transfer (e.g., FTP requires reliabfégure 3 depicts the architecture of the sending node of a
data transfer but video-conferencing can tolerate unreliadl€P circuit in the TCP decoupling approach. Each compo-
transfer), retransmitting data packets, if required, should bent will be presented in detail in the following sections.
handled by the application program or some reliable proto- Data packets that are to be sent into a TCP circuit are
col at the sending host. Goals (3) and (4) were discussed d#st redirected to and enqueued in a tunnel network inter-
lier. Goal (5) is desirable because modifying a data packeface queue. Later on, from the tunnel queue these packets
content needs several read/write operations and a recomyill be dequeued and forwarded by either the GMB sender
tation of the IP checksum, which will slow down the for-or a control TCP sender. A tunnel network interface is a
warding throughput. Goal (6) is desirable because increg@seudo network interface that does not have a real physi-
ing a packet’s length may cause packet fragmentation wheal network attached to it [18]. Its functions, however, from
the resulting length exceeds the MTU (maximum transmithe kernel’s point of view, are no different from those of
sion unit) of some link on which the packet need to traversa.normal Ethernet network interface. The tunnel interface
Goal (7) means that control packets should not consume @@eue serves as an input queue for temporarily holding data
much bandwidth. Goal (8) is desirable because a simple ipackets not yet forwarded out. Although using any soft-
plementation leads to a low-cost and robust implementatiomare queue in the kernel also works for serving as an in-
and an efficient implementation can provide high forwardingut queue, using a tunnel network interface queue has an
throughput on high-speed links such as OC-192 (10 Gbpg)vantage. The advantage is that, since from the kernel’s
links. point of view a tunnel network interface is like a physical

The design and implementation of the TCP decouplingetwork interface, redirecting arriving data packets to a tun-
approach meet all of these goals. Therefore, these listed del interface queue can be done simply by changing just one
sign goals are also the general properties of the TCP deconiting entry in the sending node’s routing table. When al-
pling approach. In addition, the TCP decoupling approadbwed by the GMB rate or TCP congestion control, the GMB
can allocate bandwidth among competing TCP circuits insender or a control TCP sender dequeues the first redirected
fine-grain way by using different values for the VMSS oflata packet and calls the kernel's IP packet forward function
competing TCP circuits. This property will be discussed itip_forward() ) to forward it out. Figure 4 depicts the
section 4.8.1. data packet redirection scenario.



USE OF TCP DECOUPLING IN IMPROVING TCP PERFORMANCE 227

4.5.1. Control TCP sender forwarding VMSS bytes of the data packet stream actually
The control TCP sender is the sender of a TCP connectitvanslates to the forwarding of as many data packet as un-
set up between the sending and receiving nodes of a T@IRhese VMSS byte credits are exhausted. (Note that since
circuit. In contrast with the normal usage, the control TCPach packet should be transmitted atomically and cannot be
sender is not an active process running at the user level. tot arbitrarily for transmission, sometimes credits may be
stead, it is the socket which represents the sending endpdéfit or overused by a little amount. These left credits or deb-
of the TCP connection and the TCP processing functiorits will be carried over to the next time when another VMSS
both of which are passive and reside in the kernel. Thiytes credits are gained again.)
control TCP sender generates and transmits header packet€)ne exception to the correspondence between the virtual
transmits data packets, and receives acknowledgment paaite stream and the byte stream formed by the data packets
ets. All of these operations are automatically performed @ntering the tunnel queue is that, in case of a header packet
the TCP processing functions, which are called by the ndbss, to keep TCP congestion control algorithms going, the
work interrupt service routine, which in turn is invoked whemontrol TCP sender must retransmit the lost “virtual” data
a packet arrives. Since every operation is performed insidatil it is finally received by the receiving node (actually itis
the kernel without context switching overhead between tliee lost header packet that matters). However, this retrans-
kernel and user space, the control TCP sender operates @ffission operation does not result in a retransmission of the
ciently and supports high speed forwarding. corresponding data of the data packet stream. Instead, using
To set up a control TCP connection between the sentiese new VMSS credits, more data packets totaling up to
ing and receiving nodes, like the normal usage, a user-le¥VSS bytes are dequeued and forwarded out from the tun-
process at the sending and receiving nodes is run up. Thaeséqueue. This design is both desirable and simple. This
two processes use the standard socket system calls sdekign is desirable because of no automatic retransmission
asconnect() andaccept() to conduct TCP’s 3-way of lost data packets, as explained in section 4.4. This design
handshaking connection set up procedure. After the T@Psimple in the sense that now, since data packets need not
connection is set up, the process on the sending node be-retransmitted, the buffer space occupied by them can be
comes idle and is not involved in sending header and datdeased as soon as they are dequeued from the tunnel queue
packets and receiving acknowledgment packets from the emd forwarded out. There is no need to keep them in the tun-
ceiving node. Similarly, the process on the receiving nod®l queue as is the case for a normal TCP socket send buffer.
also becomes idle. This design, therefore, allows for a simple first-in-first-out
The socket send buffer [33], which is automatically albuffer system for the tunnel queue.
located to the control TCP sender by the UNIX system as For each header packet sent by the control TCP sender,
in the normal TCP usage, is not used in the TCP decadire “CONTROL” bit is set in the Type-Of-Service (TOS)
pling approach. This is because in the TCP decoupling dield of its IP header to allow the routers on the TCP circuit’s
proach, there is no physical data for the control TCP sendmath to distinguish header packets from data packets and thus
to send. Instead of working on and transporting a data bylie able to give them different treatments. Section 4.7 dis-
stream formed by application data when they are written intusses the useful “lossless” property enabled by the use of
a TCP socket send buffer as in the normal TCP usage, thés bit.
control TCP sender works on and transports a “virtual data To meet the design goal of “arrivals of data packets trig-
byte stream”, which does not physically exist. Each packger transmissions of control packets” as explained in sec-
transmitted by the control TCP sender, thus, is a packet cdion 4.4, the generation and sending of header packets are
sisting of only the TCP/IP header and contains no physioahabled only when there are data packets in the tunnel queue
TCP data payload. They are, thus, called “header packetsand the control TCP’s congestion control allows.
this paper. These header packets, together with the acknowl-The sender of the control TCP uses the difference be-
edgment packets sent back by the control TCP receiver, aneen its current congestion window size and the number of
called “control packets” as their existence is solely for corits current outstanding (not acknowledged yet) virtual bytes
gestion control purposes, rather than for data carrying. Thethe network as the credit to decide when it can forward
information carried in the TCP header of a header packmbre data packets and send them to the network. When the
thus identifies some contiguous bytes of the virtual data byteedit is decreased to zero or below zero, no more data pack-
stream that the header packet is supposed to carry, althoeghcan be forwarded and sent to the network. Following the
physically they are not carried in the header packets. normal TCP design, when a control TCP is initially set up
The operations on the virtual byte stream closely correr when it times out, the control TCP’s congestion window
spond to the operations on the byte stream formed by thige is set or reset to VMSS bytes. As a result, the con-
data packets entering the tunnel queue. When VMSS cdrel TCP sender always has VMSS bytes credits to transmit
tiguous bytes of the virtual data byte stream have just beep to VMSS bytes data packets when it initially starts or
“transported” by the control TCP sender under its TCP conrestarts. For every VMSS bytes worth of data packets which
gestion control, the corresponding VMSS bytes of the dalt@ve been forwarded and sent to the network, the control
packet stream can now be physically forwarded. Since dat&€P sender sends out a header packet as if the header packet
packets in the tunnel queue may have many different sizegre coupled with these data packets as is performed in tra-
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ditional TCP. The transmissions of these data packets preamber of credits is less than the size of the first packet in
cedes the transmission of their associated header packetht®tunnel queue (this situation may happen when VMSS is
meet the design goal of “data packets triggers control padonfigured to be smaller than the MTU of links), the control
ets”. The control information carried in the TCP headergcp sender simply returns and waits for more credits. No
of these header packets are exactly the same as the Gys packets will be queued in a control TCP sender as there

trol information that would have been generated and carriflsolno need to queue data packets and there is no queue in a

if each header packet phy§|cally carries a VMSS-byte ch%ntrol TCP sender. A data packet thus is sent to a network
data payload from a physical byte stream. The outcome

of these header packets, either successfully received and|gie_rface as soon as it is dequeued from the tunnel queue.

knowledged or lost in the network, will cause the contrO?econ,d’ all operations (e.g.,.enqueuelng data packets, d_e'
TCP sender to adjust its congestion window size. gueueing data packets, sending header packets, and receiv-
Multiple control TCPs can be set up between the sendiHify @cknowledgment packets) are triggered and performed
and the receiving nodes of a TCP circuit to work togeth@utomatically in the kernel when packets arrive. This all-in-
on the same data packet stream flowing into the TCP ckernel design and implementation resultin a high throughput
cuit. The senders of these control TCPs dequeue and feystem. Third, the format and content of data packets remain
ward packets from the same tunnel queue as soon as thgitouched and unchanged when they flow through the send-
TCP congestion controls allow them to send more data ingy node.
the network. Using multiple control TCP connections is for

two different purposes. First, u§ing multiple control TC_:Pg__5_2_ GMB (guaranteed minimum bandwidth) sender
can smooth the achieved bandwidth usage of the TCP circd¥nsider the case when a data packet stream requires a guar-

(thus, the data packet stream flowing in it). If only one con- - . )
trol TCP is used, since TCP reduces its sending rate by S&%teed m|n|mum banc;lmdth (G.MB) of bytes per ms. As .
e that via bandwidth provision and connection admis-

when any of its packets gets lost, the transmission rate of tﬂém

data packet stream, which is regulated by the control TCEOD control, the network guarantees to deliver this required
will also undergo a similar rate reduction. Suppose that the?gndwidth for the data packet stream over its routing path.

are nowM control TCPs. Then a 50% bandwidth reduction his section describes how the sender of a TCP circuit sends
from any of them will only result in a reduction of the to-data packets at the GMB rate while being able to send addi-
tal bandwidth of the data stream by a factor(@f2)/M. tional data packets under TCP congestion control when extra
This smoother bandwidth change is important for the TGBPandwidth is available.

trunking [23] application for which it is desirable that, inthe A TCP circuit has a GMB sender at the sending node
backbone network, a trunk’s achieved bandwidth not vasf the TCP circuit. The GMB sender is equipped with a
too much and too quickly for stability concerns. Secongimer and unconditionally sends some number of data pack-
using multiple TCP connections is a way of allocating availsis from the tunnel queue each time the timer expires. (In

able bandwidth. It is well known that, under ideal situationt&}]e current TCP decoupling implementation, the timer is

(e.g., when all TCP connections have the same RTT), TCP .
exhibits per-flow fairness property [15,16]. That is, wheﬁet to be 1 ms.) When sending out data packets, the GMB

there areN greedy TCP flows with about the same Rﬂsender needs r_10t send out header packets as a control TCP
contending for available bandwidth, each one will roughl§ender does. Since the data packet stream has been allocated

achieve IN of the available bandwidth. Using this prop-a certain bandwidth as its GMB, there is no need for the

erty, a data packet stream regu|atedm.\p0ntr0| TCPs can GMB sender to send out header paCketS to prObe for avail-
roughly achieveV times bandwidth of a data packet streardble bandwidth. When the timer expires, if there are data
regulated by only one control TCP. Experimental results prpackets in the tunnel queue, the GMB sender will send some
sented in section 4.8.2 demonstrate this property. of them under the control of a leaky bucket algorithm. The
The architecture of the sending node of a TCP circuibbjective here is that, for any time interval Bfms, if there

as shown in figure 3, has several useful properties. Firgf,a sufficient number of bytes to be sent from the tunnel

despite that multiple senders (one GMB sender plus ofgeue, the total number of bytes actually sent by the GMB
or multiple control TCP senders) can deque_zue anc_j fo_rwaégnder will approach the target &f- Y.

data packets from the tunnel queue, the design maintains thq:or each expiration of the GMB timer, the GMB sender

packet order of the data packet stream when it flows throu%‘\I try to send all the data packets it is supposed to send.

the sending node. That is, data packets in the tunnel qui %ere are still some data packets left in the tunnel queue
are forwarded out in exactly the same order as they enter é i P ) q '
)Fy will be sent out under the congestion control of the

tunnel queue. This in-sequence forwarding is achieved .
the design that when a control TCP sender decides to @ntrol TCP sender(s). In this manner, the data packet

queue and forward a data packet from the tunnel queue, ieeam will always receive its GMB under the control of the
control TCP sender must already have gained at least VMS$1B sender, and at the same time dynamically acquire addi-
“credits” to forward a data packet. In case when a contrtibnal bandwidth under the congestion control of the control
TCP sender wants to dequeue a data packet and its curfe@P(s).
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4.6. The TCP decoupling mechanism on the receiving node
of a TCP circuit

Figure 5 depicts the architecture of the receiving node of8
TCP circuit implemented in the TCP decoupling approach. ________________ 7----- > [Control —>
A control TCP receiver is the receiver of a TCP connectiore - - - == - -~ - - - - - - =~ - |TCP.

set up between the sending and receiving nodes of a TCP Receiver
circuit. In contrast with the normal usage, the control TCP

receiver is not an active process running at the user level.___ Control
Instead, it is the socket which represents the receiving end- TCP
Receiver]

point of the TCP connection and the TCP processing func-

tions, both of which are passive and reside in the kernel. The _ . o

control TCP receiver receives header packets sent by its Clal?_ure 5. The architecture of the receiving node of a TCP circuit imple-
. P . y mented in the TCP decoupling approach.

responding control TCP sender, and for each received header

packet, the control TCP receiver views it as a TCP packet

carrying VMSS-byte data payload, although physically the

ta packet has been forwarded out.) This design makes for-

is no data payload coupled with the header packet. ngrding a_data packet as fast as yvhen the TCP decoupling
control TCP receiver processes received header packets %ﬂ foach is not used and resulis in a low-latency and high-

o . e
acknowledges their receipt by sending out acknowledgmé {oughput system. Second, the design maintains the packet

packets using the normal TCP cumulative acknowledgmecﬁrfje_r of a data -packet stream when-|t flpws through. the re-
ving node. Since data packets arrive in a sequential order

scheme. Since there is no real data payload carried in thggje

received header packets, the control TCP receiver needs "?’1'8‘{]’ as described above, each one can be forwarded out im-

do a checksum test on the data payload, nor does it neemgdiately, data packets thus_ will be_forwarded out in exactly
insert any data to its socket receive buffer. Receiving headgf S8M€ order as they arrve. Third, the content and for-
packets and sending back acknowledgment packets are aligt of data packgts remain untouched and unchanged- b-y the
matically performed by the TCP processing functions, whic¢fPntrol TCP receiver when they flow through the receiving

are called by the network interrupt service routine, which ii°%€-
turn is invoked when a packet arrives. Since every opera-
tion is performed inside the kernel without context switchd.7. Router buffer management scheme for the TCP
ing overhead between the kernel and user space, the controflecoupling approach
TCP receiver operates efficiently and supports high speed
forwarding. In the TCP decoupling approach, the requirement for a
To set up a control TCP connection between the sen@uter’s buffer system can be as simple as a single FIFO
ing and receiving nodes, like the normal usage, a user-ledleue shared by both data and header packets. A single
process at the receiving node is run up. This user-ledelFO queue allows for a simple and low-cost buffer sys-
process works with the user-level process at the sendiiggn and preserves the order of arriving packets. The TCP
node to conduct TCP’s 3-way handshaking connection sé&coupling approach can offer a unique and useful property
up procedure. After the TCP connection is set up, the us#tich we call the “lossless” property. This property prevents
level process at the receiving node becomes idle and is aéta packets from being dropped during congestion and can
involved in receiving header and data packets and sendipg achieved when the buffer management system of every
acknowledgment packets to the sending node. router employs a special packet dropping method that drops
Multiple control TCP receivers can be used (as depicté@ader packets first before dropping data packets when con-
in figure 5), each corresponding to a control TCP senderggstion occurs. If the “lossless” property is not required or
the sending node, to achieve the properties enabled by usihgre are problems with deploying special packet dropping
multiple control TCP connections described in section 4.5.methods in routers, the common FIFO or RED [17] packet
The design of the architecture of the receiving node ofdtopping method can be used in the routers.
TCP circuit has many useful properties. First, arriving data The “lossless” property is useful in a wired network (e.qg.,
packets, either sent under the control of the GMB senderan optical network) with very small BERs such as 1o
the control TCP sender(s) at the sending node, are forwarddte reason is that as long as we can prevent data (user) pack-
automatically by the kernel based on the IP destination agks from being dropped inside routers due to congestion, they
dresses contained in their own TCP/IP headers. These deaa be guaranteed with a high probability for their successful
packets are forwarded in exactly the same way they wouadrivals at their destinations. The “lossless” property, how-
be forwarded in a normal router. No further processing a@ver, is not very useful in a lossy wireless network with large
these data packets is needed. The control TCP receiveBERs such as 1@ because even though data packets can be
not involved in the forwarding of these arriving data packsrevented from being dropped due to congestion, they can
ets. (Actually, the control TCP receiver does not even knostill be dropped due to link errors. For this reason, when the
when a data packet will arrive, nor does it know when &CP decoupling approach is applied to improve TCP per-
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VMSS VMSS VMSS VMSS1 VMSS1 VMSS1
FIFO oo~ | Data sieam | — EREREREE- B8 R —
Control TCP - ¥ — — — — — 4 --—-——g-———-—-- >
sender 1 é—{} ______ _ﬁ_____g _____
_,VMSS2, __ VMSS2__ _ VMSS2__
Data sream 2 —[ERHER——— = =l
Control TCP - 8 — — — — — Z -—-——-——-g-————-- >
Occupancy of sender 2 eE{_ ______ _ﬁ_ — _ — g _____
header packets

Occupancy of

dat kets . .
A packets Figure 7. Although control TCP sender 1 and sender 2 achieve the same

. . . bandwidth for their header packets, the ratio of the achieved bandwidth for
Figure 6. A FIFO buffer in a router occupied by both data and header data stream 1 to that of data stream 2 is VMSS1/VMSS2.

packets.

formance over wireless networks, routers can just use tﬁ'e?' Discussions about the TCP decoupling approach

common FIFO or RED. pac.ket dropping methods. 4.8.1. Allocating different bandwidths to TCP circuits by
For completeness, in this paper, we will present the spe- A
configuring VMSS

cial packgt dropping method. Howev_er, this methqd WIgtontrol TCPs can use different VMSS values so that the data
only be briefly presented. A more detailed presentation cap . o
be found in [23.31] Streams they control can share the available bandwidth in

T different proportions. Due to the fact that, in the TCP decou-
pling approach, when congestion occurs routers will drop

i o108 PAGKES DSt ropping data pacets,each compet
P P 9 pp mg control TCP will receive the same bandwidth for their

when congestion oceurs, the r(_)utfers puﬁer managemeXader packets regardless of its VMSS (the number of bytes
system uses the following two principles:

of data packet associated with a header packet). As de-

e When the FIFO queue buildup occurs, drop some incorficted in figure 7, suppose that the VMSS values of con-
ing header packets early enough so that their control TGPl TCP sender 1 and control TCP sender 2 are VMSS1
senders can reduce their rates of sending data packetgdl VMSS2, respectively. Then the ratio of the achieved
time. bandwidth for data stream 1 to that of data stream 2 will be

« Allocate sufficient buffer space for data packets to ac.MoS1/VMSS2. Because of this property, by configuring

commodate temporary buffer usage fluctuation caused% erent VM_SS values fqr different control _TCPS' one can
the control delay and possible arrival of new flows. allocate available bandwidth to the competing data streams

in different proportions.

Figure 6 depicts the router buffer architecture which uses
a single FIFO queue. It shows that, when there is no GM&B8.2. Routers using the FIFO or RED packet dropping
traffic (the data packets sent under the control of GMB method
senders), the buffer space occupied by data packets is prbis section presents experimental results showing that even
portional (VMSS/HP_Sz times) to that occupied by headwrhen routers do not use the special packet dropping method
packets. Because of this property, controlling the maximuptesented in section 4.7.1 (and, as a result, both header and
number of bytes of data packets in the FIFO can be achievdata packets may be dropped during congestion), TCP cir-
by limiting the maximum number of header packets in theuits can still compete fairly with each other and achieve
FIFO (because the size of each header packet is the samethrir fair shares of available bandwidth. This property is de-
stead of limiting the maximum number of bytes occupied bsirable and important because, as we point out in section 4.7,
header packets, we can simply limit the maximum number lossy wireless networks the “lossless” property is not crit-
of header packets in the FIFO). Thus, by properly contrdkal. It would be useful that routers can just use the common
ling the maximum number of header packets so that the tofdFO or RED packet dropping methods so that TCP decou-
buffer usage of the header and data packets is always befimg approach can be widely applied.
the provisioned buffer size, the TCP decoupling approach In the experiments, we let two TCP connections (TCP 1
can achieve the “lossless” property for data packets. and TCP 2) compete for the bandwidth of a shared 10 Mbps

The maximum number of header packets in the FIFO k. The router where the traffic of TCP 1 and TCP 2 merge
controlled by dropping them when the number exceeds a cases the FIFO packet dropping method and has a buffer size
tain threshold. Since header packets are generated by con50 packets. The RTTs of TCP 1 and TCP 2 are about
trol TCP(s), dropping header packets will cause the sendérms. Each experiment lasts 5 min. These TCP connections
of their corresponding control TCPs to reduce their sendimgay be traditional TCP connections or TCP circuits with dif-
rates. As a result, the buffer occupancy of header packésent VMSS values and different number of control TCPs.
will drop below the threshold again and thus be maintainéle present four experimental cases. The valuegxof’)
near the threshold. presented below are for TCP 1 and TCP 2, respectively.
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Case 1.Normal TCP connections. Bandwidths achievedork, the PER of a large packet is also higher than that of a
are (645 KB/s, 582 KB/s). small packet. In the TCP decoupling approach, using a large
Case 2. TCP circuits. GMBs are (0 KB/s, 0 KB/s). VMSSsVMSS does not have these problems. Since VMSS bytes of
are (1500, 1500). Number of control TCPs per TCHata is actually sent as a sequence of separate data packets,
circuit are (1, 1). Bandwidths achieved are (621 KB/s)ot a single VMSS-byte large packet, a high-priority packet
567 KB/s). can cut in and be transmitted as soon as the ongoing trans-
Case 3. TCP circuits. GMBs are (0 KB/s, 0 KB/s). VMSSsmission of a data packet is finished. For the same reason, the
are (1500, 1500). Number of control TCPs per TCPER remains the same regardless of the value of VMSS.
circuit are (2, 1). Bandwidths achieved are (773 KB/s,
399 KB/s).
Case 4. TCP circuits. GMBs are (0 KB/s, 0 KB/s). VMSSs9- Reliable decoupling socket approach for improving
are (3000, 1500). Number of control TCPs per TCP TCP performance over lossy wireless networks

circuit are (1, 1). Bandwidths achieved are (750 KB/s . ) . ) ,
454 KB/s). The reliable decoupling socket approach described in this

section is a direct application of the basic TCP decoupling
By comparing case 1 to case 2, we see that even un@@proach. In this approach, TCP congestion control and
the common FIFO packet dropping method, TCP circuitsCP error control are independently and separately applied
still fairly compete with each other. By comparing case & a stream of data packets. As figure 8 depicts, a TCP con-
to case 3 and comparing case 2 to case 4, we see thatistion is set up as usual between the sending and the re-
ing different values of VMSS and using different number ofeiving hosts to reliably transport data from the sending host
control TCPs for a TCP circuit is still effective in allocatingto the receiving host. It is called “data TCP connection”,
bandwidth even under the common FIFO packet droppirg more briefly, “data TCP”. Its sole function is to transport
method. To save space, similar experimental results undita. A TCP circuit is then set up between the same sending

RED packet dropping method are not shown here. and the receiving hosts. The data packet stream generated by
the sender of the data TCP is then sent into the TCP circuit.
4.8.3. Control packet overhead The sender and receiver of the data TCP handle only er-

Header packets, sent by a control TCP sender, are regarr&dcontrol. Their TCP congestion control is disabled and
as bandwidth overhead in the TCP decoupling approach like data packets generated by the sender of the data TCP can
cause they do not carry data payloads and their existermzesent into the TCP circuit at the maximum speed allowed
is solely for congestion control purposes. The control TCBYy the TCP circuit (i.e., as long as the tunnel queue of the
sender sends one header packet per VMSS-byte worthT@P circuit is not full). The TCP circuit uses TCP conges-
data packets. Assume a typical situation where each heatilen control to probe for available bandwidth in networks via
packet has HP_Sz 52 bytes (40 bytes for the TCP/IP headits tiny header packets. The TCP circuit’s congestion control
ers and 12 bytes for the TCP timestamp option) and VM3S§triggered only when its tiny header packets are corrupted
is 1500 bytes (Ethernet and WaveLAN’s MTU). Then thand lost. A corrupted and lost data packet will not trigger
header packet overhead ratio for data packets sent by the TCP circuit’'s congestion control. Because the PER of
control TCP sender is HP_BZMSS = 52/1500, which these tiny header packets is much smaller than that of full-
is about 3.4%. In the reverse direction, acknowledgmesize packets carrying MTU data payload, the probability of
packets sent by the control TCP receiver to the control TCP

user data

sender is also regarded as bandwidth overhead. Because in B dara TCP header  # COrol TCP header
the TCP decoupling design (and also in the normal TCP de-

K data TCP ACK control TCP ACK

packet for every other header packet, the acknowledgment
packet overhead ratio is about (3.42p, which is 1.7%. In |
total, the control packet overhead is 5.1%. The ratio can be
lowered by increasing VMSS to a larger value.

User space

Kernel space *

e

VMSS can be larger than the path MTU without risking  Des| | o8 8 7% 7070
the possibility of packet fragmentation because the VMSS$- o a TCP circuit
byte worth of data packet(s) associated with a header packglsipiose 7> 77T \ %7 Teceiving host
is not sent out as a single IP packet of VMSS bytes. Instead,
the data is sent as a sequence of separate data packets that d b
are already queued in the tunnel queue at the sending side =
of a TCP circuit (see figures 2 and 3). Traditionally it is un- wnnel queue VMSS  VMSS
favorable to use a large MSS (maximum segment size) to st - -f----- B !
transfer a big chunk of packet in a network because, during Sender |+ 7777 = " |Receiver

its lengthy transmission, a packet with a higher priority such
as voice cannot be transmitted. Also, in a lossy wireless net-  Figure 8. Implementation of the reliable decoupling socket.
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mistakenly triggering TCP congestion control to reduce tHe3. The sender uses a fine-grain retransmission timer of
sending rate upon packet corruption is significantly reduced. 50 ms, rather than the system default of 500 ms. The
The reliable decoupling socket approach thus provides a re- timer’s exponential backoff is disabled.
lr:Z?\i\(/eozriI?(\jNE:Igehljgirr?;grrg)gtc%fﬁg;ggifi:)a\t/rirl I:?Z{/g;’gilgs_s Features F1 and F2 greatly reduce possible timeouts of
work congestion Ehe data T_CP: Should tlm_eouts still happen, F3 will minimize
The reliable découpling socket on each of the sending atr?(? n_eg_anve impacts of t|me_outs on performance. -

- g . It is important to emphasize that the data TCP will send
receiving hosts is implemented internally as two TCP SOC?% lications data under these aggressive send features, only
ets — one control and one data sockets. The control soc,

) ) ) . en the sending is allowed by the congestion window of
is associated with the control TCP. The data socket is aSﬁq- control TCP gln the reliable)zl decoupl?ng socket imple-

ciated with the data TCP, on which user application’s datar'r‘cfentation, the control TCP uses TCP reno, a normal conges-

transmltted. Following the decoupling prmupley, data pac_lﬁ-on control algorithm, with a default coarse-grain retransmit
ets will be sent at rates under the control TCP’s congestig

L The d ket | ided to th licati Fher of 500 ms, exponential backoff enabled, and the nor-
control. The data socket Is provided fo the application USg, 3-duplicate acknowledgment packets trigger of fast re-

for transmitting the user’s data whereas the control SOCkettFﬁnsmission. That is, the control TCP does not employ any
hldder_1 and invisible to the user. . aggressive feature such as F1, F2 and F3 at all. Since the

While the control T(,:P control; sending rates .fo-r dat("S’bntrolTCP is not aggressive and it controls the sending rate
packets, the data TCP is responsible for retrar_lsmntmg C@F the data TCP, the use of these aggressive retransmission
rupted or lost application data. In our current 'mplement?éatures by the data TCP causes no harm to other network
tion, the data TCP makes direct use of TCP’s existing facllfsers.

ities such as sequence numbers and triggering meChanismﬁowever, the data TCP should not be unnecessarily ag-

for packet retransmission. (This is not absolutely necessalyosgjve, Otherwise, retransmission may become excessive
Other retransmission schemes can also be used.) The

, ! &8 will hurt the overall goodput of the data TCP. For fea-
TCP does not deal with congestion control. Its congesthﬂlre F2 above, the numbé&ris linked to the current window

window size (cwnd) is always set to infinity, except when g, of the control TCP to reduce the chance of premature
lost packet needs to be retransmitted. When retransmittinge‘i’ransmission due to an unnecessarily sriall

lost packet, the data TCP will temporarily set the congestion

window size ¢wnd) to one MSS so only one packet is re-

transmitted. After retransmitting the lost packet, tvend 7. Why the reliable decoupling socket approach can

is reset to infinity. At the sender of the data TCP, outgoing improve TCP performance

data packets are redirected and sent to the tunnel queue of

the TCP circuit. The sender can send its data packet to tBefore presenting experimental results showing performance

tunnel queue as fast as it can as long as the tunnel queue dogsovements provided by the reliable decoupling socket

not overflow. approach, in this section, we explain why the reliable de-
coupling socket approach improves TCP performance over
wireless networks.

6. Discussions on data TCP’s error control In the reliable decoupling socket approach, as shown in
figure 8, it is the control TCP that controls the sending rate

Experimental results on testbed networks show that it is irgf the data TCP's packets. The data TCP uses only TCP

portant for the data TCP to be aggressive in retransmittiggror control, but not TCP congestion control, to retransmit

lost data, as long as their sending is allowed by the cong@sst data packets or to transmit data packets as fast as the

tion window of the control TCP. Otherwise, timeouts on theontrol TCP allows. Note that the header packets, which

data TCP could happen easily, and performance can degragesent by the control TCP, are now the only packets whose

drastically. To achieve the high goodputs reported in selgsses will trigger TCP’s congestion control to reduce the

tion 8, the data TCP in the current implementation has tlita TCP’s sending rate. Due to their small packet length

following features: of only 52 bytes, the chance of incorrectly triggering TCP

F1. The receiver uses the SACK option [25] to report to th%ongestion control is significantly reduced. As a result, the

sender up to three missing packets in an acknowleo?{era” negative impact caused by incorrectly triggering TCP
ment packet ongestion control is also reduced. In [13,14], experimen-

tal results demonstrate that packet error rates decrease with

F2. The sender retransmits the first unacknowledged packetket sizes.
every time when some numbgrof additional duplicate ~ An analysis for the TCP decoupling approach, which is
acknowledgment packets are received [24]. The nursimilar to that in section 3 for a normal TCP connection,
ber X is the current window size of the control TCPis presented here. Since it is the corrupted header packets
Thus, the method will retransmit again a previously reather than the data packets that will mistakenly cause TCP
transmitted packet should it get corrupted or lost. Thisongestion window size to reduce, the size of header pack-
method can minimize chances of timeout. ets, rather than the combined size of both a header and data
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payload, should be used in computifig When using a performance without ARQ’s interference, the experiments
packet size of 52, instead of 576 used earlier, the computid not use WavelLAN networks

W now becomes 14 instead of 4. Computing MAT using this As described in section 5, each of these two competing
new value ofW = 14 and the original packet size of 576 re€onnections is internally implemented as a pair of data and
sults in a new MAT of 119 kbps rather than its old value ofontrol TCPs. Both the control and data TCPs use TCP reno
26 kbps in equation (4) — a speed up of 128= 4.57! and the data TCPs are enhanced with features F1, F2 and F3

In this case, the increase 8f from 4 to 14 is more sig- of section 6. Performance numbers on TCP SACK are ob-
nificant than just an increased MAT. A window size around #ined from hosts running Windows 98, which has a built-in
packets is hardly sufficient for supporting the fast retransmversion of TCP SACK. The experiments focus on the aggre-
and recovery mechanism because the mechanism reliesggte goodputs (measured at the application layer) of these
receiving three duplicate acknowledgment packets to trigg&#o connections under varying BERs and RTTs on the sim-
the fast retransmission of a lost packet. If fast retransmit aHtited wireless link. In order to generate a given BER, bit
recovery mechanism is usually not triggered, the TCP co@trors were randomly generated on the simulated wireless
nection will experience frequent timeouts. These TCP timénk according to a given BER [11]. The size of data packets
outs will severely impair TCP’s performance in throughputs 1500 bytes (Ethernet and WaveLAN’s MTU) and the size
delay and fairness. An increase of the window size to a st the header packets is 52 bytes (40 bytes TCP/IP header
ficiently large value such as 14 eliminates this timeout prof2 bytes TCP timestamp option).
lem.

According to equations (2) and (3), the TCP decoup"r@z. Reliable decoupling socket experiments suite 1
;ppr/i&grcg /?j:gl_eg/ze sosep;et[]fgrrr]r:)erlrr:qc; ?Cpgogsgggiﬁrﬂfgté%n[ﬁle top curveinfigure 10is a theoretica! upper pound onthe
vious that if HP_Sz can be further reduced, the TCP decgg{-mdpm that_any TC_:P SCheme can_possmly a_ch|eve overa10
pling approach will achieve an even higher performance i _bps lossy _I|nk. This curve is obtained by using goqd:put
provement. Actually, it is the effective PER of header paclmaX|mum_I|nk_goodput (1 — packet_error_raje Since

ets that matters, as the ultimate goal is to reduce the effect@f%c:seetge;Loer—trhitg’re't'iiél P(I)E(ii umtul;%t 'gfrsgjﬁj :escrseise;nc:is
PER of header packets to zero so that no congestion ¢ ' goodput Upp

. ) ) - BER increases. No TCP scheme can achieve a better good-
trol will be wrongly triggered. Section 10 will discuss some ) : .
) . put than this upper bound because this upper bound is de-
schemes that can either physically reduce HP_Sz or reduce : e
. rived on the assumptions that packet retransmissions take
the effective PER of header packets. . o
no time and packet retransmissions do not consume band-
width.
We see that when BER increases to 20~/, TCP reno’s
goodput already drops drastically to only about 250/KB
The reason is that TCP reno generally cannot recover from

multiple packet dropping or corruption in one sending win-

o testbed network d ived in fi 9 th tdow and, as a result, often has to time out. TCP SACK
N our testbed nework descrived in igure 9, there are r\?ﬁ%rforms better than TCP reno because generally it can tol-
user TCP connections (one from node A to E, and the ot

&fat ket | i ding window than TCP
from node B to F) contending for the bandwidth of a wire- a’e more packetlosses In one sending wincow tan

| ink b ¢ and D. which is simulated b . ~reno [8]. However, as BER keeps increasing, TCP SACK's
ess link between and L, which IS simu ate Dy awire oodput also rapidly goes down. The low goodput of TCP
Ethernet. The experiments use an Ethernet link to sim

: . . , . ACK when BER is high is inevitable. This is because, in
late a wireless link, rather than directly using a real wirelesg-p sack a tiny TCP/IP header is always coupled with a

link SL_’Ch as a WaveLAN n_etwork [32]. This is because thI%rge data payload, and as we explained in section 7, doing
e.xperlments nee_d _to precisely gener.ate and cqntrol thg gS'unnecessarily increases the chance of wrongly triggering
sired BERSs, and itis hard to do so using a real wireless linkcpg congestion control. In contrast, due to the decoupling
Besides, WaveLAN implements IEEE 802.11 protocol [114t 4 tiny TCP/IP header from a large data payload, we see
and thus employs ARQ to automatically retransmit a COfnat TCP decoupling outperforms TCP reno and TCP SACK
rupted packetup to 4 times. Because the experiments wangpa|| BERs, and the performance improvement is about the
clearly identify and evaluate the TCP decoupling approackyat our analysis predicts — 350%.

There is a gap between the curve of the theoretical up-
per bound and that of TCP decoupling. This is due to some
unnecessary retransmissions in the current TCP decoupling
scheme, as discussed in the end of section 6. When BER is
very small and near 110/, TCP reno’s goodput is slightly

8. Experimental results

8.1. Descriptions of experiments

1 As of December 1, 1999, after having contacted many development en-
_ gineers in industry, the authors are still looking for methods that can
Figure 9. Testbed network. disable the ARQ of an IEEE 802.11 WaveLAN card.
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Figure 10. Performance improvements of TCP decoupling compared Ft@ure 11. Performance |mprovements of TCP deCOUp“ng corgpared to
TCP reno and TCP SACK for various values of RTT. BER islP~°.

TCP reno and TCP SACK for various values of BER. RETLO ms.

9. Advantages over other approaches
higher than that of TCP decoupling. The difference is due to

the approximately 3% header packet overhead in this partigae reliable decoupling socket approach is an end-to-end ap-
ular implementation of TCP decoupling. proach because it does not need any special support from
the wireless network. Unlike many other schemes presented
in section 2, it does not require a special TCP-aware agent
8.3. Reliable decoupling socket experiments suite 2 to run on the base station to snoop passing TCP packets; it
does not need to split a TCP connection into two connec-
This set of experiments is similar to that of section 8.2, btibns at the base station, and it does not require the uses of
with varying RTTs. A fixed value of BER= 2. 10 ®isused FEC and ARQ on wireless links. Because of this end-to-
in these experiments. Figure 11 shows that TCP decoupliegd property, the reliable decoupling socket approach can be
always outperforms TCP reno and TCP SACK on all RTTgjuickly deployed in any kind of wireless network to realize
The top curve in figure 11 gives a theoretical upper bourtde ./MTU /HP_Sz performance improvement. On the con-
on the goodput that any TCP scheme can possibly achidwary, the other schemes mentioned in section 2 have special
for various values of RTT. The declining trend of the uprequirements for the wireless network. For example, snoop-
per bound as RTT increases, depicted in figure 11, is an ing and splitting schemes are not suitable to a multi-hop all-
evitable consequence of BER 0. Equations (1) and (2) wireless network because it is impractical to snoop the traffic
show thatW is a function of BER and PS. (In fact, W is in-of @ TCP connection or to split a TCP connection multiple
versely proportional to the square root of BERS.) For the times on routers along the TCP connection’s path. The ad-
experimental suite 2, since BER and PS are fixed, $6.is vantages offered by using FEC and ARQ cannot be realized
Equation (3) shows that for a fixedf, MAT must decrease Unless they are employed on wireless links.
linearly as RTT increases. Figure 11 shows that the achieved
goodput of the TCP decoupling scheme approaches the yp- .
per bound, although it does not match due to some retrarz@-‘ Future improvements

mission redundancy. _ Equation (2) shows that if we can reduce the PER for those
Figure 11 shows that the goodput of TCP decoupling ghckets whose droppings will trigger TCP congestion con-
RTT = 100 ms is approximately 560 KB. This goodputis o] 3 largerw can be resulted and, as a result, a higher
close to the best possible performance under the TCP decgg-p goodput can be achieved. The TCP decoupling ap-
pling approach. With BER= 2 - 10-® and PS= 52 bytes proach achieves this goal by using tiny TCP/IP header pack-
for header packets, equation (1) implies PER0.0008. ets to implement TCP congestion control so that the chance
For this value of PER, solving equation (2) f gives of mistakenly treating a packet dropping due to link corrup-
W = 56. With W = 56, PS = 1500 bytes for data tjons as one due to network congestion can be reduced. Cur-
packets, and RTT= 100 ms, equation (3) gives MAE rently, the size of a header packet of 52 bytes has reached the
652500 Bytegs. After accounting for the packet error rateninimum for a packet to be a TCP/IP packet and also carry
of BER- 1500- 8 = 0.024 for data packets, and the overheaghe useful TCP timestamp option, which allows for a more
of the 52-byte TCP/IP header associated with each 15Qcurate estimate of a TCP connection’s RTT.
byte data packet, a theoretical upper bound on the goodputUsing the TCP header compression algorithm proposed
of approximately 615 KBs is obtained. The achieved goodin [22] and thetwice algorithm proposed in [12] on wireless
put of 560 KB/s is 9% lower than the upper bound. links, one can greatly reduce the size of header packets (and



USE OF TCP DECOUPLING IN IMPROVING TCP PERFORMANCE 235

thus, their PERS) without the bad effects on TCP’s perfatraffic in networks. (Note that in this case a traffic shaper
mance caused by dropping a header-compressed packet [¢2h be used at the sender of a control TCP to reduce the
The TCP header compression mechanism can compresshitistiness.) It is clear that due to a nonzero PER of header
TCP/IP header of a header packet from 40 bytes down packets, there must still be a limit on the bandwidth achieved
only 3 bytes, resulting in a 3 12 (TCP timestamp option) by header packets. Since the achieved bandwidth of data
= 15 byte packet. (Note that the TCP header compressipackets is VMSS times that of header packets (discussed in
algorithm does not attempt to compress TCP options. Hosection 4), if the achieved bandwidth of data packets does not
ever, the same method can be used to also compress the T&feh the bandwidth of the wireless link, we can increase the
timestamp option and result in a packet size even smalMSS to achieve a higher link utilization.
than 15 bytes.)
Twice algorithm works with the TCP header decom-
presser at the receiving end of a wireless link. If the decorhi. Conclusions
presser detects state inconsistency (by noticing the wrong
computed TCP checksum) when decompressing a headere TCP decoupling approach proposed in this paper is a
compressed packetwice first assumes that a packet hasew, general, and powerful approach. It applies TCP’s con-
been dropped and makes a guess of the content of gestion control alone to a packet stream for which TCP’s
dropped packet's TCP/IP header based on the past histeryor control is not desired or should be performed sepa-
of TCP header contents. It then advances its decompreately from TCP’s congestion control. The TCP decoupling
sion state as if the lost packet had been correctly receivagproach has several important applications. This paper
and decompressed, and then decompresses the newlypegsents the application of the TCP decoupling approach in
rived header-compressed packet again. If the computed TidWroving TCP’s performance over lossy wireless networks.
checksum is correct, the guess that one packet is dropped isThe reliable decoupling socket approach, which is a di-
correct and every thing is back to the consistent state. Otheget application of the general TCP decoupling approach,
wise, twice assumes that two packets are lost and the abawgproves a TCP connection’s goodput over a lossy wire-
procedure repeats. less network without any support from the wireless network.
It is worth noting that TCP header compression amide It improves TCP performance by using tiny TCP/IP header
are particularly well suited to the TCP decoupling approachackets to implement TCP congestion control for a stream
First, there is no data payload coupled with a header packeftlarge data packets. Because the large data payload is de-
Second, the difference between consecutive header packetgpled from the tiny TCP/IP header, the chance that a cor-
is only in the sending sequence number field and the diffeupted tiny header packet will wrongly trigger TCP’s con-
ence is always VMSS. These two properties enable the T@Bstion control on the stream of large data packets is greatly
header compression to always compress a 40-byte headeluced. The resulting performance improvement can be
into a 3-byte header and allotwice to easily make a cor- analytically shown to be proportional t¢/MTU/HP_Sz,
rect guess about the TCP header content of a missing (cefiere MTU is the maximum transmission unit of the wire-
rupted) header packet. Rwvice because the PER of the tinyless link and HP_Sz is the size of a packet containing only a
header packets is further reduced by TCP header compré€P/IP header. For example, on a WaveLAN wireless net-
sion, the probability that more than one consecutive headeork, where MTU is 1500 bytes and HP_Sz is 40 bytes, the
packets are dropped will be further significantly reduced. Aschieved goodput improvement is about 350%. Experimen-
a resulttwice would easily succeed in its first guess almostl results comparing TCP decoupling, TCP reno and TCP
every time. SACK'’s performance in various wireless network conditions
Another dimension of improvement is to apply FEQonfirm the analysis.
and/or ARQ to only header packets to protect them from
corruption so that the effective PER of header packets is re-
duced. Since the size of header packets is small, the adde#nowledgements
redundancy overhead caused by applying FEC (or ARQ) to
only these header packets is also tiny compared to the adddus research was partially supported by Nortel, Sprint, Air
redundancy overhead when FEC (or ARQ) is universally aporce Office of Scientific Research Multidisciplinary Uni-
plied to both the header and data payload of a 1500-bytersity Research Initiative Grant F49620-97-1-0382, and
TCP/IP packet in the traditional approach. National Science Foundation Grant CDA-94-01024.
One limitation with using TCP header compression and
twiceor using FEC and ARQ is that these approaches cannot
be performed simply at the two end hosts of a TCP connédgeferences
tion. Instead, they must be performed at the link layer (on
a per hop basis) and, as a result, require support from tifd E: Avanoglu, S. Paul, TF. Laportaa, K.K. Sabani and R.D. Gitlin,
. AIRMAIL: A link-layer protocol for wireless networks, Wireless Net-
wireless networks. _ _ works 1 (February 1995) 47-60.
Another dimension of improvement is to use a largef) m. Aliman, D. Glover and L. Sanchez, Enhancing TCP over satellite
VMSS at the expense of possibly generating more bursty channels using standard mechanisms, RFC 2488 (January 1999).
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