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A New Compact Neuron-Bipolar Junction Transistor
(vBJT) Cellular Neural Network (CNN) Structure
with Programmable Large Neighborhood Symmetric
Templates for Image Processing

Chung-Yu Wy Fellow, IEEE,and Wen-Cheng Yen

Abstract—Based on the basic device physics of the several application-dedicated analog CMOS CNN chips with
neuron-bipolar junction transistor (#BJT), a new compact programmable template [2]-[9] or fixed template [10]-[12]
cellular neural network (CNN) structure called the ¥BJT CNN have been reported.

is proposed and analyzed. In thevBJT CNN, both »BJT and . . .

Iarr?bdg bipolar transisi/or realized by parasitic p-n-p BJTs in the Itis knowr_w that VI_‘SI |mplementat|_0n of neural networks_ has
CMOS process are used to implement the neuron whereas the been avery interesting and challenging research area, which can
coupling MOS resistors are used to realize the symmetric synapse enhance the performance of neural networks for various applica-
weights among various neurons. Thus it has the advantages oftjons. To efficiently simplify the VLSI neural network structure
small chip area and high integration capability. Moreover, the ¢4 |5rga_size network implementation on a single chip, some ef-

g%%oiz?g%n;rmhggécz&ﬁﬁl\(lel:l(t(r::l ?n?Srigﬁlrll)égt‘iec?rllgnBeS ;%gicnhée;e fort has been contributed to implement neural network functions

metal-layer optical window to the ¢BJT, the #BJT can be served Using the basic physical characteristics of CMOS or bipolar de-
as the phototransistor, and thevBJT CNN can receive optical vices [13]-[19]. Two basic device structures based on this ap-

images as initial state inputs or external inputs. The correct proach have been proposed. One is the neuron-M®8OS)
functions of the »BJT CNNs in noise removal, hole filling, and - jayice [13]. The other is the neuron—bipolar junction transistor

erosion have been successfully verified in HSPICE simulation. . . .
An experimental chip containing a 32x 32 BJT CNNand a 16 (*BJT) [17]-[19]. In the neuron-bipolar device, basic neural

x 16 »BJT CNN with phototransistor design, has been designed functions are realized by the BJTs with multiple base termi-
and fabricated in 0.6-zm single-poly triple-metal n-well CMOS nals separated by base resistances. It has been applied to the im-

technology. The fabricated chips have the cell state transition time plementation of Hamming neural network [17] and CNNs [18],
of 0.8 s and the static power consumption of 6QuW/cell. The [19].

area density can be as high as 1270 cells/nfmThe measurement L . .
results have also confirmed the correct functions of the proposed N Mmany CNN applications of image halftoning [20] and

»BJT CNNs. subcortical visual pathway [21], [22], the templates with more
Index Terms—Cellular neural network, vBJT, large neighbor- than ong neighborhood, i.e:, > .1’ are required. To realize
hood. large-neighborhood templates in CNN structures, template

decomposition methods [23], [24] have been proposed to
decompose them into several smaller single-neighborhood tem-
. INTRODUCTION plates which can be implemented on CNN universal machine

HE cellular neural network (CNN) proposed by Chua and®NNUM) [23], [25] or discrete-time CNN (DTCNN) through

Yang [1], is a special type of analog nonlinear processgpultlple CNN operations [24]. Generally, it is difficult to
array. Due to its continuous-time dynamics and parallel-prgirectly implement the large-neighborhood templates through
cessing feature, the CNN is very effective in real-time imagangle CNN operation. o _
processing applications such as noise removal, edge andl this paper, a new circuit structure Is Prop_osed to
corner detection, hole filling, connected component detectigifmpactly implement CNNs with certain types of single- or
shadowing, etc. Moreover, regularity, parallelism, and lockirge-neighborhood symmetric templates [19]. In the new
connectivity in the CNN circuit architecture make it suitabl§tructure called the neuron—bipolar CNN@8JT CNN [19],

for very large scale integration (VLSI) implementation. So fafhe ¥BJTs are used as the neurons with the emitter current
as the neuron output whereas the base resistances connected
among the base terminals oBJTs and realized by MOS
Manuscript received October 15, 1999; revised August 25, 2000. THikevices, are used to realize the symmetric synapses in the
paper was recommended by Associate Editor Peter Szolgay. This W%Ktemplate [1] Due to the compact structure thedT
was supported by the National Science Council, R.O.C. under CO””?‘ENN h Il chi d high i . bili
NSC89-2215-E-009-051. as small chip area an [0] In.tegl’atlon capa IIty.
C. Y. Wu is with the Institute of Electronics, National Chiao-Tung Universityln the BJT CNN, the synapse values in the template can
Hsinchu, Taiwan, R.O.C. , o onhe adjusted through the gate voltages of MOS devices. The
W. C. Yen is with the Department of Electronics Engineering, Nationa . . . . .
Chiao-Tung University, Hsinchu, Taiwan, R.O.C. self-feedback fl_.mCtIOI’].IS compactly realized by incorporating
Publisher Item Identifier S 1057-7122(01)00642-0. a pMOS transistor with the/BJT. The resultant structure

1057-7122/01$10.00 © 2001 IEEE



WU AND YEN: A NEW COMPACT NEURON-BIPOLAR JUNCTION TRANSISTORABJT) CELLULAR NEURAL NETWORK (CNN) STRUCTURE 13
C(GND) Vi V: VE Vs Vi Vs
(o] (o) (o] (o} (o] (o] (o}
I
b [t otofti [
1
| | | 1
e[ -atda b e Jwidwid-] [
R1 R:2 R3 R4
I

o

N-well

P-sub

(@
1
‘
| '
|
' R Iru2)
2 IBU(2)
l @ QO VEesuy)
puey Irua)
- IBU(1) Ve
D v (o]
EBU(1)

B1
lIRU(O) V_EB ¥ l Iz
il Bu

J. QBno
- IrL)  IB(0)
L1 IBL(1)
_I_ @ O VesL
= Iu1 R IrLn -
JBLD) -
VEBLQ2)
! '
| '
) '
(®) ©

Fig. 1. (a) The cross-sectional view. (b) The equivalent circuit. (c) The device symbol of the proposed neuron—bipolar junction trdEI3tor (

is similar to that of the lambda bipolar transistor [26] and Il. NEURON-BIPOLAR JUNCTION TRANSISTOR (~¥BJT)
has a small chip area. The neuron input can be applied to STRUCTURE
the base ofvBJT through the nMOS transistors. Since the
neurons are realized by theBJTs which can also be served The cross-sectional view and the equivalent circuit structure
as the phototransistors, the optical images can be inmitthe basic BJT realized in the n-well CMOS technology is il-
directly to therBJT CNN without adding any extra sensotustrated in Fig. 1(a) and (b). As shown in Fig. 1(a), the ver-
device. As the demonstrative examples on the applicationsticfl parasitic g -n-well-p-substrate p-n-p bipolar junction tran-
vBJT CNNs, the functions of noise removing, hole fillingsistor with the collector biased at ground is used as the neuron.
and erosion have been successfully realized and verified. The neuron output signal is the emitter currépt0) whereas

In Section Il, the structure ofBJT is described. In Sec- the neuron state signal is the base voltagg0) or the base
tion Ill, the VLSI implementation of symmetrieBJT CNN current/z(0). The input currentdy 1, Iy2, Ir1, andiys rep-
structures with single or large neighborhood are analyze@senting neuron input signals from external sources or other
Some application examples are also demonstrated for verifeurons, are applied to the four base terminals in the n-well
cation. In Section 1V, the experimental results are presentdrhse spreading resistance arfgyto R,. Thus the multi-input
Finally, the conclusion is given. neuron structure can be compactly realized by simply extending



14 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 48, NO. 1, JANUARY 2001

the base diffusion region. When all the input currents are zef®enerally, the factor
the standby base currehto keeps the/BJT in the active re-

gion. The input currents which may be positive or negative, are tan <Zzu> — tan <Zzb>
summed together with their synaptic weights at the base node N N
to drive therBJT to conducting or off region. The symbol of tan Z;

the’/B‘]T IS shown in Fig. 1(C). Smce_th_e basu:_ operational PIRS smaller for large¥ and the contribution of;;» to I5(0) be-
ciple of thevBJT is based on the majority carrier transportatio

. Bomes smaller than that d¥;1. This means that farther cur-
of the BJT [15], the realized neuron structure becomes compg&ﬁt excitation fromQ 5o has smaller contribution ths (0). The
without complicated interconnection.

. L . ion eff ignifi forl
In the equivalent circuit of Fig. 1(b), the base of thBJT above degradation effects become more significant for lakger

5 ven byt o 1o 1, el vough e sreadng B TS TS 10T o rewre T
resistance array. To develop a simple analytical model for t &er neurons as well. Applying the same theoretical model in
synaptic weights of’BJT, one-dimensional (1-D) uniform re'Appendix B. the currents sent to the neurons at the nédes
sistor array with the same resistarngeas considered as shown ndU1 are '

in Fig. 1(b). Based on the theoretical model in [27] and [2

and some fundamental assumptions, the cudgtt) flowing Ipu (i) = [Ipo — 15(0)]

throughR at thenth node is derived in Appendix B. In Fig. 1(b), N—i+1 N —i

if the only excitation isl;;; with all other current-source exci- tan <Z0 T) — tan <Zo N )

tations equal to zero, the contribution bf; to I5(0) can be

expressed by using (B7) and (B12) in Appendix B as tan Zo
N1 i=1,2,...,N—-1 4)
I tan ZUl N
15(0) ULy (1) Where
2 tan 2
7 —C RN
0o =0Co Wy
where and
o = Hpo—15(0)]/2
RN 0= RN\
Zy1 =Cy1 — A bl
Ul Ul Wy tan <C’0 2VT>
C — IUl/2 . o .
UL=——7 pn\ As discussed beford g (¢) is smaller for larget.
tan <CUl W) From (3) and (4), it can be realized that the factor
T
_ _ _ N—i+1 N —i
N is the total number of resistoB, and V¢ is the thermal tan ZiT — tan Za,T
voltage. Similarly, the contribution ofy» to I5(0) can be —
written as at i
tan <ZU2 N~ 1) _tan <ZUQN — 2) is equivalent to the_ syr_1aptic We_zight in the_ neuron. SiAges
15(0) = @ N N dependent o’; which is a nonlinear function of;, the value
2 tan Zyo " of weighting factor is also dependent én In the vBJT appli-

cation on the CNN with- = 1, about 2.5:A is chosen forl;
(2) fori = 1to realize the template coefficients. During the CNN
operation period from the beginning to the point that all the tran-
By using the linear superposition principle and generalizirgjtion neurons move across their critical states toward the final
the expression[z(0) can be approximated by stable states, the changefpfis within 28% which causes the
variations of the synapse weighting factor being within 5% for
I5(0) = Ipo N =16 andR = 230 k2. Once the transition neurons pass the
- N—i+1 N—i critical states, the template coefficients have no effects on the
I tan <Zm N ) tan <ZUiT> neuron states. In theBJT application on the CNN with = 2,
’ the variation off; for ¢ = 2 from 0.1 to 0.3:A. This causes the
2 ban Zy; variations of the synapse weighting factor being within 10% for
L ) ) N = 16 and R = 230 k.The below 10% variations of tem-
tan <Zm, N—it 1) — tan <Zm, N - Z) plate coefficients are tolerable in th@JT CNN applications.
Ipi N N As may be seen from (3), the summation of the weighted in-
2 tan 7, " puts from other neurons is performed at the base node in the cur-
L rent mode. Moreover, the input excitation currefitg and;;
1=1,2,...,N. (3) from farther neurons still can reach the excited neuron across

+

+
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Fig. 2. (a) The cross-sectional view and (b) the equivalent circuit of the impreBdd structure which uses the enhancement nMOSFETS to realize the base
resistance array.

the nearest neuron without extra direct interconnection. Simi- |
larly, the neuron can send its weighted output currents via the Iin=SpA
base node to other neurons as may be seen from (4). For farthel B=4.8
neurons, the master neuron still can source its weighted outputs  **°[
without direct interconnection. This special feature is the major -,
advantage of using a BJT instead of a MOSFET as the basic £ 1.0
neuron. It makes theBJT very suitable for large neural net-
work implementation in VLSI.

To efficiently realize the resistor array of Fig. 1(b) in
VLSI, the base spreading resistance is replaced by an $igiggpg
enhancement-mode n-channel MOSFET which is inserted ** 4 . ; 3 2 4 0 1 2 3 4 5 6 7 8
between the bases of two parasitic p-n-p BJTs in n-well Pixel number
CMOS process as shown in Fig. 2(a) [27]. Through the
control of the gate voltage¥sy; and Vgyy, the inserted Fig. 3. The measureq results of th_e fabricatedQBuBJT array withl;, =

. . . . .5 A and s = 4.8 for different coupling MOS resistance values.

NMOSFET can be operated in either strong inversion regloﬁ
or subthreshold region to provide a wide range of resistance
values to achieve the wide-range adjustment of synapS®OS technology. A current source ofi/A is applied to the
weights. Generally, the proposed®JT structure in Fig. 2(a) base of oneBJT in the array. Fig. 3 shows the measured results
has a smaller chip area than that in Fig. 1(a). The equivaletthe emitter currenty of eachwBJT versus pixel position for
circuit of Fig. 2(a) is shown in Fig. 2(b) where the inputifferent coupling MOS resistance values under the single-point
currentl;, which is applied to the base of th8JT Q5(n), stimulus of 5¢A. It can be seen that larger coupling resistance
represents either initial state input or external input currerleads to faster decreasing ratel/gfand less effect of the stim-
to the neuron. ulus on the fatherBJTs. This means that the stimulus has no

To verify the characteristics of theBJT of Fig. 2(a), an ex- effect on farther BJTs if the coupling resistance is large enough.
perimental chip of 98< 1 vBJT array was designed and fab-Thus the coupling resistor can be used to control the connected
ricated by 0.5:m double-poly double-metal (DPDM) n-well layers of neighborhood neurons in the CNN.

nMOS R=75k

nMOS R=40K

nMOS R=5k
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Fig. 4. The complete cell circuit of oneABJT neuron in thesBJT CNN.
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I1l. SYMMETRIC »BJT CNN SRUCTURES
A. vBJT CNN with Single Neighborhood

The basic cell circuit of the#BJT CNN is shown in Fig. 4
where the neuron is realized by th8JT @ g with the nMOS
transistorM 2 biased by the gate voltad&as to generate the
standby base currefio = Igras. Such a neuron is called the
vBJT neuron. The neuron output currdrt flows through the
load pMOS deviceV! p3 to generate the neuron output voltagt
Vec. The neuron state voltage is the base volt&ge The
HSPICE simulated neuron output voltayec versus neuron
state voltagé/s is shown in Fig. 5. This transfer characteristic |
curve is similar to that in [1] except that a small nonlinearity ex s 1 L s . 1 .
ists. For differentlgrag, Vg is different. Thus the currediag b o ! 2 3
can also be used to realize thegemplate [1] as will be described Neuron State Voltage V,(V)
later.

In thevBJT neuron of Fig. 4Mp; provides a positive feed-
back to? 5 so that the negative resistance is generated and
neuron has two stable states. Thus #8JT CNN formed by
vABJT neurons is of the monotonic binary-valued CNNs [29]#ABJT neuron is the capacitance seen at the base node, which is

The self-feedback synapse in the CNN is realized by using theminated by the base—emitter junction capacitance. The input
positive-feedback pMOS transistdf»; with gate connected to resistance is the resistance seen at the base node, which is the
ground and source (drain) connected to emitter (basé€)of input resistance of) 5 in parallel with the output resistance of
The structure of) g andMp; is called the lambda bipolar tran- Mp1.
sistor as proposed in [26]. In realizing the lambda bipolar tran- The HSPICE simulatedz—V g characteristic of the lambda
sistor, M p; can be compactly implemented in the n-well baskipolar transistor is shown in Fig. 6 where the curvedgfs
region with its source shared with the emitter@g and its and/p versusVgc are also plotted. In thég—Vgc character-
n-well substrate with the base. Thus the substratd/ef is istic, Ig is equal to zero whelg¢ is smaller than 0.6 V. In this
connected to its drain and the positive substrate bias exists [2&se,(? 5 and Mp; are off andlgras is forced to zero. When
Since the neuron structure combind®JT with lambda bipolar Vg« is larger than 0.6 V[grag is greater tharfp and Qg is
transistor, it can be called the neuron—lambda—BJT neurontomed on withl i increased withz~. WhenVg is larger than
vABJT neuron. As shown in Fig. 4, the input capacitance of thiee peak voltagd’;., the increase of;, is greater than that

Neuron Output VoltageV, (V)
~
T

[
T

Fig.5. Thetransfer characteristic of neuron output volfdge versus neuron
tate voltagd/s.
the
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60 andVpp = 3V, we haveVgeyg = 1.21 Vand Vg, = 0.80
sol V from the HSPICE simulation.
: The peak and valley voltages in the;n-Vec characteristic
a0l curve are important parameters. They can be expressed in terms
” of device parameters. At the peak voltagk; is operated in
330_ the active region)M p; is operated in the saturation region, and
= M- is operated in the linear regiohy, Igias, andIsyy can
£ 20l be written as
5
Ipras = Kn[2(Veias — Vone) (Vec — VeB)
0 _ _ 2
0.0 2.0 2.5 3.0 (Vec = Ven)'] ©)

Issm=Ig+Ip=(1+p)Ig+Ip

=(1+4pB)Upias — Ip)+Ip
Fig. 6. The HSPICE simulated currerdis, Is14s, andIp versus the voltage —(1 4+ AIprac — BT 7
Ve in the p-n-p lambda bipolar transistor. ( +i ) sias — Ao ( )

whereK,, and K, are given by
Kn = 1/2 NnOOX(W/L)n7Kp = 1/2 upcox(W/L)p.

In the above equationg.,(1:,) is electron (hole) mobility,
Cox is the capacitance per unit ardajs the channel length,
W is the channel widthV/., is the threshold voltage ¥/
under positive substrate bi&s 5, Vi n2 is the threshold voltage
of My, andVgp is the emitter—base voltage €fz. The peak
voltage Vg p is determined by the maximum point 6§y,
which can be calculated from conditions

60

50

Current(uA)
2 &

g
<

10
dlsum

. WVec
25 30 and
V,.(V) & Isum

*Vee
Fig. 7. The HSPICE simulated transfer curves of the currénts; and s . .
versus the emitter voltagé ¢ in theBJT neuron with p-n-p lambda BJT.  BY using (5)—(7) and assuming a constgn¥zcp can be cal-

culated as

0.0

<0.

of Ipras and thus botd g and{ g are decreased withig, cre-
ating a negative-resistance region. Whés- is larger than the (14 B) Ko (Vtas — Viws + Vien) + BE Vi
valley voltageVrcy, Ip is equal talgras andQ 5 is turned off = n2\VBIAS © TTN2 T "EB pti"Tril
with I = 0. It can be seen from Fig. 6 that the BJT neuron (14 B)Kn2 + K

has one stable state in the region 0.KWgc < Vi p With (®)
@ ON and the other in the regioVigc > Vecy with Qg
OFF. Moreover, the self-feedback currditis proportional to
the neuron output voltag€g- between 0.6 V an& gy . But
Ip is not linearly proportional t&’ g as in [1]. Since theeBJT (W/L),,/(W/L)p

CNN is a monotonic binary-valued CNN, the nonlinearities in

both I,—Vec and neuron transfer characteristic of Fig. 5 arand Vpas.

tolerable. Due to the local stability, theBJT CNN can guar-  Similarly, the valley voltagé’rcy can be derived from the

Vecr

From (8), it can be seen th&fp can be controlled by the
ratio

antee functionality [29]. condition I, = Ipias With My- operated in the saturation
The HSPICE simulated characteristics of the currdpts, "€9i0n. IfIpras is known,Vicy- can be written as
and/s in thevABJT neuron of Fig. 4 versus the emitter voltage T
Vec is shown in Fig. 7 where the peak and valley voltages are Vecy =14/ ;IAS + |Vipy]- 9
ri

Vecp andVgey, respectively. It can be seen from Fig. 7 that
the two stable points are located Btcy and Vecr, which Substituting the parameter values into (8) and (9), we have
are the intersection points df and Isyy in the positive-re- Vegep = 0.93 V and Vegey = 1.11 V, which are consistent
sistance region afsyy. In the stable stat®€rcr, (Vecor), the  with the HSPICE simulate results.

source—gate voltage is low (high) and the self-feedback currenfThe voltageS/gcr, Ver, VEcH, andVey can be charac-
Ip to the base is low (high). The corresponding neuron statrized analytically by using the suitable device equations. The
voltages in both states ak&; andVgy. ForIgias = 124A  detailed derivations are given in Appendix A. Witiyp = 3
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V and Igias = 12 1A, the calculatedvVgcy = 1.22 V and

Veer = 0.74 V which are close to the HSPICE simulated 0 Tou 0
values.

In Fig. 4, the input voltagé7, of the neuron is sent to the
base of) s through the nMOS transistd¥l ;. It can also be IoL Ir Ior

sent to other neighboring neurons through the nMOS transis-
tors M, as the synapse weight control. In this way, the
template of the CNN can be realized. Using a similar structure, 0 Iop 0
the initial stateV; -y of the neuron can be sent to the base of
() s through the nMOS transista¥/;n; with the gate voltage _ N

VGU-W = Vpp. VIN_I can be taken off from the base QfB by legr.re%tg'}[r’]ios;/??gt;c’ ;;:ng::}e:jr}ts;f thé-template as represented by the
turning off My with Vornr = 0. The standby base voltage

Vg is eitherVgy, or Vg depending on the initial input voltage TABLE |

Vinr. SOME CNN TEMPLATES
Besides the self-feedback, the neuron output current can be

sent to the neighboring neurons from the base/BIT Q' applieation _____ A g 5 z
through the nMOS transistof® yy;, Myp, Myg, and My, 121 000
as the synapse weight control. Similarly, the outputs of neigh- 0 1 0 0 0 0
boring neurons are sent to the base(f through the same  Holefilling CNN ‘1’ : ‘l’ 000 1
MOS devices and summed there to control the neuron state 010 00 0
The operational principle and basic theoretical model for thisErosion CNN 0 0 0] 010 45
structure are described in the previous section. According to the 020 111
derived model, the symmetrid-template of the CNN can be 000 o 10

realized by the nMOS transistors with their gate voltages used

to control the synaptic weights of-template. From the above analysis, the synaptic coefficients of the
The symmetricA-template as realized by the nMOS transisA-template can be represented by the self-feedback current

torsMyvu, Mnp, Myr, andMy, in Fig. 4, can be character- 1, and the four neighboring output currettsy, Iop, Ior,

ized in terms of the current& v, lop, Ior, lor, andIp. In andI,; as shown in Fig. 8. Since the self-feedback current

the stable state withpcp, I is nearly zero and part dfp is  is very small and the currents sent out to the neighboring

shared by the current&v, lop, lor, andlor. Thus the ef- neurons are much smaller than the input currents from them in

fective self-feedback curret is equal tolp — Iov —Iop —  the stable stat&zcr, the ratiosIp/Iov, Ip/lop, Ip/Ior,

Ior — lor, = Ipas rather than/pp. In this stable state, the and 1, /15, are determined in the stable stdtgcy. The

required amount of the curreff;; to make a transition to the current ratios can be controlled by adjusting the gate voltages

other stable state ibry = Is|vy., — IBias|vieen- Thus the of the corresponding nMOS transistab$y e, Myp, Myr,

condition for the transition is and My, to change their resistances. The relation of currents
to resistances can be approximately determined from (3) and

lov +Iop +1lor+IorL = Ip — Ipias|Vecn (4) in Section II. In the simple structure of Fig. 4, only one
= Is — Ipias|veen = I NMOS transistor is used to realize the coupling path between

two neurons. Thus only symmetric templates with positive
In the stable state with’zc, the currentdor, Ion, lor,  coefficient sign can be realized.
and oy, are either negative or equal to zero. In this case, theThe synaptic coefficients aB-template can be represented
effective self-feedback currentis equaligwhich is very small by the currentl; 5 to the master neuron and the currehtsy;
as shown in Fig. 5. In this stable state, the required transitigh the neighboring neurons as shown in Fig. 4, which can be

currentlzy, is adjusted by the corresponding gate voltages. In this way, the
Tem—1T synaptic coefficients oB-template must have positive sign.
Ity = Ipias|veer — % — Iplvpes By using the cell circuit of the’ABJT neuron of the Fig. 4,

a two-dimensional (2-DyBJT CNN array can be formed. To
wherelsp andIpp are the values ofs and I at the peak Verifyits function, three CNN applications with symmetric tem-

point VF]C — VF]CP- The condition for the transition is plates are tested in théBJT CNN by USing the HSPICE simu-
lation.
lTov 4+ Top + Ior + Top| = Iptas — Ip — Ip > Irp. In the noise removal CNN, the cloning template is given in
the Table | where the central weight is two times larger than its
To achieve the symmetric transition, the conditibfyy = four neighboring weights [1]. This template can be realized by

I, must be satisfied by adjustingss via Vsras. In this de- making the self-feedback currehg two times larger than the
sign, Igras = 12 pAis chosen to achieve symmetric transitiodour output current$oy, Iop, lor, andioy, to the four neigh-
with Z = 0. Decreasing (Increasind}iss leads to a negative boring cells. This can be achieved by controlling the resistance
(positive) value ofZ. The semiempirical relation betweégss of nMOS transistors in Fig. 4 through their gate voltages. To
andZ is Ipias = 12 + 0.67. implement the noise removal operation, first, the suitable gate
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Fig. 9. (a) The initial image and (b) the final output image in #8JT CNN under the noise removal operation.
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e s s N , under the hole filling operation.
o'oo.o 2.0p 4.0p 6.0p 8.0 10.04
Time(sec) the A-template.Igras = 11.4uA is used to realized the
Z-template withZ = —1. The neuron states are all initialized

Fig. 10. The transient waveforms of the neuron state voltagem different . . !
cells of thevBJT CNN in performing noise removal function. to the black stable state witliz = 0 V. For the white pixel,

Ve = 0.9 V. Fig. 11(a) shows the input image containing four

voltages are applied to the gate of the MOS transistors realizigles, which is sent to theBJT CNN. The output image with

the template coefficients. Then the initial image pattern is afite holes filled is shown in Fig. 11(b).

plied to the input base node of the neuron as the initial condition.As a third example, the erosion operation is tested invBET

Secondly, the initial input is taken away by turning 8ff 5, in  CNN. The erosion templates are given in Table | [22]. To imple-

Fig. 4 and the’/BJT CNN starts its operation. After the transienfnent theB-template, the nMOS transistak$y ; andM y v for

time, thevBJT CNN can reach a steady state. The transient tirhe= 4 @s shown in Fig. 4 should be usédas = 9.5 A is used

is dependent on the resistance and the capacitanceinBr  to realized theZ-template withZ = —4.5. Fig. 12(a) shows the

neuron. The final steady state can be read out by sending outifht image used to test the image erosion operation. The initial

state voltagd’s through a source follower as the output buffeptates id’s = 0.4 V. The HSPICE simulated outputimage from

SO thatVB is not disturbed during readout. the’BJT CNN is shown in F|g 12(b) which verifies the correct
Fig. 9(a) shows the initial noisy image used to test the noifénction of thevBJT CNN in the erosion operation.

removal capability of the proposedJT CNN. The image size ) ) )

is 32 x 32 pixels and the/BJT CNN has 32« 32 cells. The B: ¥BJT CNN with Phototransistor Design

HSPICE simulated output image from thBJT CNN is shown  In thevABJT neuron of Fig. 4, the BJ® 5 can be served as

in Fig. 9(b). It can be seen from Fig. 9(b) that the noise haise phototransistor by simply using a metal layer to define the

been eliminated. Fig. 10 shows the HSPICE transient wawgptical window and cover the rest area [14]—-[16], [27]. With the

forms of neuron state voltagé% in C(2,9), C(2,10),C(3,2), phototransistor design, theBJT CNN can use the optical im-

andC'(3, 4) cells where the states are kept constant by the initiagjes as its initial state input of the neurons. Since no extra sensor

inputs during 1 to Gus. devices are required and the devices associated with initial state
To test the hole-filling function of the-BJT CNN, both input can be saved, theBJT CNN with phototransistor design

A and B templates [8], [22] in Table | are used. To realizénas small chip area and high integration capability. Similarly,

the B-template, the input image is sent to the cell througthe same/BJT CNN with phototransistor design can use the

the nMOS M ;. Its gate voltage/srn is adjusted to make optical images directly as its external input if only the self-feed-

Irn two times larger than the self-feedback currdipt in - back coefficient exists in thé&-template. The optical external
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Fig. 12. (a) The input image and (b) the output image intBdT CNN under the image erosion operation.
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Fig. 13. The 7x 7 template with number of connected neighborhood equal to: (a) 1; (b) 2; and (c) 3.

input image is applied to the CNN right after turning off the opficients decrease with the distance from the central coefficient.
tical initial-state input image. For larger self-feedbdgikem- In the template with- = 2, the synaptic coefficients are de-
plate coefficient, higher light intensity is used. If more than on@rmined from the output current of a neuron in the high stable
coefficient exist in the3-template, another phototransistor is restate (white) to the first-neighborhood neuron in the transition
quired. point from low to high stable state and to the second-neighbor-
) . hood neuronin the low stable state (black). For the template with
C. vBJT CNN with Large Neighborhood r = 2givenin Fig. 13(b), the self-feedback current of the central
As shown in Fig. 3 and derived in (2) and (3), smaller cowreuron, its output current to the first-neighborhood neuron, and
pling resistors lead to slower decreasing rate of the curremigt to the second-neighborhood neuron are 4.08, 2.21, and 0.31
sending from one neuron to other neurons. Thus the farther ngu, respectively. The nMOS devices used to realize the template
rons can receive the current from the master neuron throughdtg:fficients have the device dimensit/L = 1 ym/12 um.
neighboring neuron without extra interconnection. Based up@he device voltages aféps; = 0.51 V andVgs; = —0.12
the above principle, the coupling resistor can be used to con-in the first neighborhood layer antps: = 0.07 V and
trol the connected layers of neighboring neurons in the CNMWgg, = —0.05 V in the second layer. Thus the effective cou-
Fig. 13(a) and (b) shows thé&-templates for the noise removalpling resistances are 232 and 23% Kespectively.
image processing with the number of neighborhood layetsl Using theA-template withr = 1 as shown in Fig. 13(a) and
andr = 2, respectively. Inr = 2 template, the synaptic coef-the input noisy image of Fig. 14(a) in th8JT CNN, the output
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Fig. 14. With (a) the initial state image in thBIT CNN for noise removal, the resultant output images are shown in (I) forl; (c) for » = 2; and (d) for
= 3.

images is shown in Fig. 14(b) where the 4-pixel square black quare millimeter is achieved in the 3232 »BJT CNN with
white noise images are not removed even if the self-feedbdole A-template coefficients, onB-template coefficient, and.
coefficient is reduced from 2 to 1. But these noise images ckig. 15 shows a photograph of the fabricated chips ok322
be removed by using thd-template withr = 2 as shown in ¥BJT symmetric CNN, 16< 16 symmetricBJT CNN with
Fig. 13(b). Since in thel-template withr = 2, there is a larger » = 2, and 16x 16 symmetricvBJT CNN with phototransistor
spatial mask of 5 5, thus they have stronger local averaging efiesign. In the 3% 32 symmetrie-BJT CNN experimental chip,
fects which makes all the white (black) noisy pixels in the locddoth image noise removal and hole-filling operations are tested.
region change to the black (white) ones when the total numberThe image-noise removal function of the fabricated332
of black (white) pixels is larger than that of white (black) pixelsvBJT CNN chip has been successfully verified with the fixed
From the above simulation results, it can be seen that the ndisiéal noisy image of Fig. 9(a) for noise removal and the fixed
removal capability is enhanced for> 1. inputimage of Fig. 12(a) for hole filling. The fixed initial image
In the proposedBJT CNN, simple MOS resistors are used td@s input to the chip simultaneously throudti; n; as shown in
realize thed-templates with large neighborhood. Thus therealiFig. 4 whereas the fixed input image throuighy andM ;. To
able template coefficients in the large neighborhood layers musad out the neuron state voltaljg, a source follower is used
be smallerandthoseintheintermediate layers cannotbe zero. as the output buffer for each cell. To save the wiring, only 16
cells are read out at a period of.s. The measured character-
istics of the 32x 32 ¥BJT CNN experimental chip are sum-
marized in Table Il. Fig. 16 shows the measured curréats;
Based on the cell circuits in Fig. 4, an experimental chip of thend 7s versus the voltag&’z in the fabricated p-n-pABJT
proposed symmetrieBJT CNNs with the array sizes of 3232 neuron. Due to fabricated process variations, about 10% devi-
and 16x 16 as well as the 1& 16BJT CNN with phototran- ation between SPICE simulation and measured results is ob-
sistor design, has been designed and fabricated by using®.6served. Fig. 17 shows the measured output waveforms of the
single-poly triple-metal (SPTM) n-well CMOS technology. Dueneuron state voltag€g in the cellsC(2,9), C(2, 10), C(3, 2),
to its compact structure, a high cell density of 1270 cells pand C(3,4) cells with the initial noisy image of the Fig. 9(a).

IV. EXPERIMENTAL RESULTS



22 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 48, NO. 1, JANUARY 2001

it _ =

.;:‘:Il':l:i-:Hi;rl'u'rlr.'r ; El

T

=vBJT 5y nmw_tﬂE _

 WNNN N

E e W [Ii fﬂ [

Fig. 15. The chip photograph of 32 32»BJT CNN and 16x 16 ~#BJT CNN with phototransistor design.

TABLE 1
THE SUMMARY ON THE CHARACTERISTICS OF THEFABRICATED
vBJT CNN GHiIP

Technology 0.6pm Single Poly Triple Metal
N-well CMOS

Resolution 32 x 32 cells

Single pixel area 22um X 25um

vBIT Q; and pMOS M, area 15pm X 15um

CNN array size(not including pad) 850pm X 980 m

Power supply 3V

Total quiescent power dissipation 60mW

55mW ~ 75mW (Depending on

Dynamic power dissipation of the array image input current )

Current gain of BJTs 17.5
State transition time 0.8us
Minimum readout time of a pixel 1us

[(£] ssssss GRAPHICE PLOT ssasss [am ]
"T..uu

s
TR

Fig. 17. The measured waveforms of the neuron state voltage thevBJT
CNN under noise removal operation.

(6] sevtzz GRAPHICS PLOT ##uss#

LT

Fig. 16. The measured currefis,n ands versus the voltag®zc in the
fabricated p-n-p-ABJT neuron.

It can be seen from Fig. 9(a) that the state transition time of the
cell is 0.8us. Thus the minimum readout time igu%.

In the fabricated 16< 16 »BJT CNN array with phototran-
sistor design and the cell circuits in Fig. 4, the third metal layer
is used to define the optical window for the transigths and
cover the rest part of cell circuit. The same metal layer is used
to define the inputimage pattern by putting the optical windoply 18 The measured emitter curred, of the fabricated bipolar
only in the white pixels. The size of the optical window isiiff  phototransistor with the light illumination turned off during the sweepst..

x 16 um whereas the base area isih x 15um. Fig. 18 shows
the measured output emitter current of the fabricated p-n-p phitarkness during the sweep Bf¢. The measured dark current
totransistor with the light illumination turned off to completds about 60 pA whereas the illuminated current ig@% In this

2308V (W)

Prows MEASUREKENT or ANALYSIS koy
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Fig. 19. (a) The initial state optical image incident to the fabricat®dT CNN chip with phototransistor design for noise removal and (b) its final output image.

(b)

Fig. 20. The measured waveforms of the neuron state voltagef (a) the cellC'(2, 10) and (b) the celC’(3, 4) in theBJT CNN with phototransistor design
under the noise removal operation on the initial states image of Fig. 19(a).

case, the dynamic range is close to 120 dB. The measured large TABLE Il
bright-to-dark current ratio provides an enough wide range o= SUMMARY ON THE CHARACTERISTICS OF THEPASRICATED 16 161/BJT
input optical images with different optical intensity. The current

gainis about 17.5 for the parasitic vertical p-n-p phototransistor Technology %Gun; Sé;lggsPoly Triple Metal
Fig. 19(a) shows the initial state input optical image incidentResomton 16"1616 cells

to the fabricated 1& 16 »BJT CNN chip with phototransistor — Pixel area 30um x 35um

design. Since the image pattern has been defined on-chip by crY22L Qs and pMOS My, area 20pm x 20;m
. K X . .. Optical window size 164m x 16 ym

ating the optical window of the third metal layer on the white T factor 035

pixels, a light source incident on the chip can provide the inputCNN array size(not including pad) 630pm x 650umm

Power supply 3V

image to the chip. It can be seen from the output image show

. : X o X Total quiescent power dissipation 15mW
in Fig. lg(b) that the noise has been eliminated. Fig. 20(3) aNiDynamic power dissipation of the array 12mW ~ 20mW (Depending on
(b) shows the measured waveforms of the state voltagef : image light intensity)
. . Current gain of BJTs 17.5
the cellsC(3,4) and C(2,10) in the »BJT CNN with photo-  State transition time 0.8
transistor design under the noise removal operation on the iniMinimum readout time of a pixel 1ps

tial-state image of Fig. 19(a). The characteristics of the fabri-

cated 16x 16 BJT CNN chip with phototransistor design argixels as well as the cell§(13, 5) andC(14, 6) of the normal

summarized in Table Il1. black pixels are shown in Fig. 21(c). It can be seen that the noisy
The image noise removal function of the fabricatedxl&6 black cells become white with highéfz whereas the normal

symmetricBJT CNN chip with» = 2 has been experimen-black cells keep their lowe¥rs value and remain black.

tally verified with the initial noisy image of Fig. 21(a) where In the fabricated’BJT CNN chip, the current gaifi of BJTs

the 4-pixel square black noise image is created. By using tisenot completely matched due to process variations. One of the

A-template withr = 2 as shown in Fig. 13(b), the noise can belominant factors foy3 mismatch is the base width. Since the

removed as shown in the measured output image of Fig. 21 (pdrasitic p-n-p BJTs in n-well CMOS process has a wide base

The measured waveforms of the neuron state voltgge the width, the resultant value is 17.5 and thg mismatch is low.

cells C(12,3) and C(13, 3) of the 4-pixel square black noiseThe measured global variations are 3%—6% on the same wafer
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|
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Fig. 21. (a) The initial noisy image with the 4-pixel square black noise, (b) the measured final output image, and (c) the mMgasavedorms of the selected
cells in the fabricated 1& 16 symmetriarBJT CNN withr = 2 under noise removal operation.

and 2%—4% in the same chip. Thus theariation has negligible gray scale image processing as well as other image processing
effects on the characteristics of thBJT CNN structure. will also be explored.
The chip area of theeBJT (g and pMOSAMp; of Fig. 4
can be reduced to a minimum value ofu¥h x 8 um in 0.6 APPENDIX A
»#m SPTM n-well CMOS technology, where the emitter area is
1.5um x 1.5 pm with only a minimum metal contact. ThusA. Vecr and Vg
the overall chip area of the same CNN cell as that in the 32 p¢ the point of Ve 1., Mo is operated in the linear region,
x 32 symmetricyBJT CNN can be further reduced to 1#n Mp, andMp; are operated in the saturation region, &hglis

x 18 pm, which is equivalent to a high cell density of 243%perated in the active region. We have
cells/mnt. As compared to 3000 cells/ninin the CNN pro-

posed in [30] with mixed-signal single-neighborhood template

coefficients and hard-limited neuron transfer characteristics re- Is = Kp3[(Vop — Vecr — [Vrrs|)?] (A1)
alized in 0.25m double-poly hexagonal-metal CMOS tech- Jq;\ =1Ip + Ip = (14 3)Isias — BIp
nology, the cell density of the symmetndJT CNN is in the — (14 B) K2 [2(Viaias — Vina)(Veer — Vis)
same range. " ‘
— (Vecr, = Ver)’] — BEn[(Vecr — Vip )2
(A2)

V. CONCLUSION

A new CNN structure called the neuron—bipolar CNMBT  In (A1) and (A2),(Vecr — Ves)? and(Vecr — |Vypy|)? can
CNN) is proposed and analyzed. In tBJT CNN, the lambda P€ neglected. Thukgc 1, andV,, can be derived by using the
bipolar transistor is incorporated with theBJT to form the elationlsum = Is. The results are
rABJT neuron. Based on the basic device physics, simple MOS

resistor array is used in theBJT to realize the symmetric w — /W2 +4w(Vpp — |Vops| — Vep)
synapse weights of thd-template. Thus theBJT CNN has Vecr = 5
a compact structure which leads to small chip area and high + (Vpp — [Virps) (A3)

packing density. Through the adjustment of MOS resistance by
controlling the gate voltage, theBJT CNN can easily extend

its neighborhood layer size without extra interconnection
Moreover, the phototransistor design can be easily appliedwhere
the vBJT CNN to enable optical inputs as the neuron initial

inputs or external inputs. Thus the chip area can be further w = 24 A Ena(Veras — Vina)
reduced. The noise removal, hole filling, and erosion functions Kps

have been successfully verified through both simulation and

measurement in the symmeti8JT CNN with the sizes of 32 B. Vgey andVigy

x 32 or 16x 16. . . s )
. . At the point of V; , Mp, is operated in linear region,
Future research will focus on the improvement :3JT gf b ECH, Ar1 1S Op g

Ver =2 Vecr — VeEBact (A4)

. . . ) . o and M p3 are operated in saturation regi is oper-
CNNs in realizing asymmetric templates, with positive an e rs P 9195 P
. . . ted cutoff region. In the case
negative coefficients. Since the propose8JT CNN has
a soft-limited transfer characteristics and the self-feedback
device can be turned off, further research on the applications of Ipias = Ip = Is
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By using the MOS device equations, we have allBJTs are biased in the active region, the emitter cudrg(it)
at thenth pixel can be expressed as

Kna[(Veias — Vr2)?]

p3[(Vop = Veen — [Vrrs))?] (AS) Le(n) =1s [exp<VE5T(”)> - 1}
Kno[(Veias — Vrne)] N Veg(n)
= K1 [2(Vecn = Vrpi)(Vecr — Ver) =ls exp{ Vr } (52
— (Vecr — Vipl)?]: (A6)

wherels is the reverse-saturation current argis the thermal

voltage. The current flowing throughR at the noder is
From (A5) and (A6) Vecr andVg g can be written as g r(n) 9 9

given by
K ) N-1 N-1
Vecr = [— K—ng(VBIAS — Vrne) + (Voo — [Vrpsl) Ip(n) =Y In()) =Y (1-a)lg(i)
P 1= i=n
(A7) N-1
. ~ / (1 — ) Ip(s) di (83)
K—f(VBIAS —Vrne)? + (Veen — |Vip.|)? n
Vpy = — —*%
2(Veor = Vrpil) wherelg (i) is the base current of BJT at th¢h node andy is
+ Vecn. (A8)  the common-base current gain of BJTs.

Differentiating/r (n) with respect tax in (B3) and assuming
that the integration of (i) with respect ta at the(N — 1)th
node is nearly independent of we have

APPENDIX B
Consider the 1-D BJT and resistor array shown in Fig. 1(b)ﬂ
where each node is connected to the BJIFs; with the dn =—(1-a)lp(n)
emitter—base voltag€x () and the current (i) fori =1, 1,
2,.... To model its operation, the following basic assumptions Vep(0) — / Ir(1)R di
are used. =1 -a)lsexp : (B4)

%
1) The array resistors have the same resistaneéich is T

independent of the flowing current.
2) The upper and lower subarrays are symmetrical and the . expression afp(n) in (B2) has been used with

total numberV of resistors is very large. . :
Ver(n) given in (B1). Differentiating (B4) with respect to
3) The lumped array can be approximated by a contlnuound using the fact thdtis (0) andIx(1) are nearly indepen-

one.
4) The common-base current gairof all BJTs in the array dent ofn, we have
is constant. )
5) The leakage current is neglected. d*Ip(n) _ {—EI (n )} CUR(”). (B5)
Assume that the only excitation is the curreh¥o. The dn? Vr dn
emitter—base voltag¥€rz(n) of the BJT at thexth node of a
subarray can be expressed as This is a second-order nonlinear differential equation. The so-
lution is
I C C o C. 6
Ver(n) =Veg(0 Z Ir(i) r(n) = 1tan[ Yovr ( 2 —n)} (B6)

n where C; and C, are arbitrary constants determined by
= Vepp(0) — / Ip(DHR di (B1) boundary conditions.
! As shown in Fig. 1(b), Since the upper and lower subarrays
are symmetrical, the boundary conditions are
where
Vep(0) isthe emitter—base junction voltage of the reference,

Ig(i) isthe current flowing througl at theith node, Ir(0) =lro = In(0)]/2 = Ino/2

n is the node number from 1 & — 1, and =(C tan {01 iCQ} (B7)
N is the total node number in the each side of linear 2Vr
array. IxR(N-1)=—(1—-a)Ip(N-1)
Based on the third assumption given above, the summation ex- _ dlr(n) (B8)
pression can be substituted by the integration as in (B1). Since N dn |, _n_1
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Substituting (B6) into (B8), we have

en:

sin 015(02 - N+ 1)
Vr

Given Ig(0), the constant€”; and C, can be solved from

(71

(8]

M. Salerno, F. Sargeni, and V. Bonaiuto, “A66 cells interconnection-
oriented programmable chip for CNNAnalog Integr. Circuits Signal
Processingvol. 15, no. 3, pp. 15-26, 1998.

G. F. Dalla Betta, S. Graffi, Zs. M. Kovacs, and G. Masetti, “CMOS im-
plementation of an analogically programmable cellular neural network,
IEEE Trans. Circuits Syst.—lVol. 40, pp. 206—-215, Mar. 1993.

”

[9] A. Paasio, A. Dawidziuk, K. Halonen, and V. Porra, “Fast and compact

(B7) and (B9) by using the numerical method. It is found that[10]
the value ofC; is approximately equal t&/ if NV is sufficiently
large.

In order to obtain the analytical solution Bf(n), Cs in (B7)

is approximated by and the constant; can be expressed as
RN
ztanz = %IR(O) (B10)
wherez is defined as
RN
> =Cr1—. B11
7= G (B11)

Using C, = N and substituting (B10) and (B11) into (B6),
Ir(n) can be rewritten as
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2V
= ——xtan

- n

03]
n (2

tan z

Ir(0) (B12)

ACKNOWLEDGMENT

(11]

(12]

(23]

(14]
(15]

[16]

(17]

(18]

(19]

(20]

(21]

The authors wish to thank the Chip Implementation Center
(CIC) of National Science Council (NSC) of Taiwan, R.O.C. [22]

reviewers for their valuable suggestions.

REFERENCES

[1] L. O. Chua and L. Yang, “Cellular neural networks: Theory and appli-

cations,”|EEE Trans. Circuit Systvol. 35, pp. 1147-1180, Oct. 1988.
(2]

(23]

(24]

R. Dominguez-Castro, S. Espejo, A. Rodriguez-Vazquez, R. A.[25]

Carmona, P. Féldesy, A. Zarandy, P. Szolgay, T. Sziranyi, and T. Roska,

“A 0.8-um CMOS two-dimensional programmable mixed-signal

focal-plane array processor with on-chip binary imaging and instruc-[26]

tions storage,'EEE J. Solid-State Circuitsvol. 32, pp. 1013-1026,
July 1997.
[3] J.M.CruzandL.O. Chua, “A 1& 16 cellular neural network universal

chip: The first complete single-chip dynamic computer array with dis-

tributed memory and with gray-scale input—outpuétrialog Integr. Cir-
cuits Signal Processingol. 15, no. 3, pp. 3-14, 1998.

[4]
and image processing cellular neural networkEEE Trans. Circuits
Syst.—lvol. 44, pp. 12-20, Mar. 1997.

[5]
work CMOS chip for high speed]EEE J. Solid-State Circuitsol. 30,
pp. 235-243, Mar. 1995.

(6]

E. Y. Chou, B. J. Sheu, and R. C. Chang, “VLSI design of optimization

(27]

(28]

P. Kinget and J. Steyaert, “A programmable analog cellular neural net{29]

M. Anguita, F. J. Pelayo, F. J. Fernandez, and A. Prieto, “A low-power[30]

CMOS implementation of programmable CNNs with embedded photo-

sensors,1EEE Trans. Circuits Syst.—~ol. 44, pp. 149-152, Feb. 1997.

16 by 16 cellular neural network implementatios\fialog Integr. Cir-
cuits Signal Processingol. 12, no. 3, pp. 59-70, 1998.

S. Espejo, A. Rodriguez-Vazquez, R. Dominguez-Castro, J. L. Huertas,
and E. Sanchez-Sinencio , “Smart-pixel cellular neural networks in
analog current-mode CMOS technologhgEE J. Solid-State Circuits
vol. 28, pp. 895-905, Aug. 1994.

M. Anguita, F. J. Pelayo, F. J. Fernandez, and A. Prieto, “Area effi-
cient implementations of fixed-template CNN$EEE Trans. Circuits
Syst.—lvol. 45, pp. 968-973, Sept. 1998.

J. E. Varrientos, E. Sanchez-Sinencio, and J. Ramirez-Angulo, “A cur-
rent-mode cellular neural networks implementatidEEE Trans. Cir-
cuits Syst.—llvol. 40, pp. 147-156, Mar. 1993.

T. Shibata and T. Ohmi, “An intelligent MOS transistor featuring gate-
level weighted sum and threshold operationsJEBM Tech. Dig, Dec.
1991, pp. 919-922.

C. Y. Wu and C. F. Chiu, “A new structure for the silicon retina,” in
IEDM Tech. Dig, Dec. 1992, pp. 439-442.

——, “A new structure of the 2-dimensional silicon retindPEE J.
Solid-State Circuitsvol. 30, pp. 890-897, Aug. 1995.

H. C. Jiang and C. Y. Wu, “A 2-D velocity- and direction-selective
sensor with BJT-based silicon retina and temporal zero-crossing
detector,”IEEE J. Solid-State Circuitvol. 34, pp. 241-247, Feb. 1999.
C. Y. Wu and W. C. Yen, “The neuron-bipolar junction transistor
(vBJT)-a new device structure for VLSI neural network implementa-
tion,” in Proc. Int. Conf. Electronics, Circuits and Systewd. 3, Sept.
1998, pp. 277-270.

W. C. Yenand C. Y. Wu, “A new compact neuron-bipolar cellular neural
network structure with adjustable neighborhood layers and high integra-
tion level,” in Proc. IEEE Int. Symp. Circuits Systerwsl. 4, June 1999,

pp. 505-508.

—, “A new compact programmableBJT cellular neural network
structure with adjustable neighborhood layers for image processing,” in
Proc. Int. Conf. Electronics, Circuits and Systent. 2, Sept. 1999, pp.
713-716.

K.R. Crounse, T. Roska, and L. O. Chua, “Image halftoning with cellular
neural networks,TEEE Trans. Circuits Syst.—lVol. 40, pp. 147-156,
Apr. 1993.

T. Roska, J. Hamori, E. Labos, K. Lotz, L. Orz6, J. Takacs, P. L. Vene-
tianer, Z. Vidnyansky, and A. Zarandy, “The use of CNN model in the
subcortical visual pathwayfEEE Trans. Circuits Syst.—Vol. 40, pp.
1822-1895, Mar. 1993.

L. O. Chua,CNN: A Paradigm for Complexity (World Scientific Series
on Nonlinear Science Singapore: World Scientific, 1998, vol. 31.

L. Kék and A. Zarandy, “Implementation of large-neighborhood non-
linear templates on the CNN universal machirief: J. Circuit Theory
Appl, vol. 26, pp. 551-566, Nov./Dec. 1998.

M. H. ter Brugge, J. H. Stevens, J. A. G. Nijhuis, and L. Spaanenburg,
“Efficient DTCNN implementations for large-neighborhood functions,”
in Proc. 5th IEEE Int. Workshop Cellular Networks and Their Applica-
tions Apr. 1998, pp. 88-93.

T. Roska and L. O. Chua, “The CNN universal machine: An analogic
array computer,IEEE Trans. Circuits Syst.—l\ol. 40, pp. 163-173,
Mar. 1993.

C.Y.Wu and C. Y. Wu, “An analysis and the fabrication technology of
the LAMBDA bipolar transistor,”|IEEE Trans. Electron Devicevol.
ED-27, pp. 414-419, Feb. 1980.

C. Y. Wu and H. C. Jiang, “An improved BJT-based silicon retina with
tunable image smoothing capabilityEEE Trans. VLSI Systvol. 72,

pp. 241-248, June 1999.

——, “The modeling and design of the BJT-based silicon retina for
image smoothing and edge detection,Piroc. 3rd Australian and New
Zealand Conf. Intelligent Information Systemsl. 1, Nov. 1995, pp.
232-235.

I. Fajfar and F. Bratkovic, “Design of monotonic binary-valued cellular
neural networks,” irProc. 4th IEEE Int. Workshop Cellular Networks
and Their ApplicationsJune 1996, pp. 321-326.

A. Paasio, A. Kananen, K. Halonen, and V. Porra, “A QCIF resolu-
tion binary 1/0O CNN-UM chip,”J. VLSI Signal Processingol. 23, pp.
281-290, Nov./Dec. 1999.



WU AND YEN: A NEW COMPACT NEURON-BIPOLAR JUNCTION TRANSISTOR/(BJT) CELLULAR NEURAL NETWORK (CNN) STRUCTURE 27

Chung-Yu Wu (S'76-M'88-SM’'96—F'98) was born

in 1950. He received the M.S. and Ph.D degrees fror
the Department of Electronics Engineering, Nationa
Chiao-Tung University, Taiwan, R.O.C. in 1976 and

o 1980, respectively.
s . From 1980 to 1984, he was an Associate Profess¢
- in the National Chiao-Tung University. During
) . 1984-1986, he was a Visiting Associate Professor i
the Department of Electrical Engineering, Portlanc
T State University, Portland, OR. Since 1987, he

has been a Professor in the National Chiao-Tung
University.

Dr. Wu was a recipient of the IEEE Third Millennium Medal, the Outstanding
Academic Award by the Ministry of Education in 1999, the Distinguished
Researcher in 1999, and the Outstanding Research Award in 1989-1990,
1995-1996, and 1997-1998, by the National Science Council, the Outstanding
Engineering Professor by the Chinese Engineer Association in 1996, and the
Tung-Yuan Science and Technology Award in 1997.

From 1991 to 1995, he served as Director of the Division of Engineering
and Applied Science in the National Science Council. He is now the Centennial
Honorary Chair Professor at the National Chiao-Tung University. He has pub-
lished more than 200 technical papers in international journals and conferences.
He also has 18 patents including nine U.S. patents. Since 1980, he has served as
a consultant to high-tech industry and research organization. He has built strong
research collaborations with high-tech industries. His research interests focus
on low-voltage low-power mixed-mode circuits and systems for multimedia ap-
plications, hardware implementation of visual and auditory neural systems, cel-
lular neural networks, and RF communication circuits and systems. He served
as a Guest Editor of the Multimedia Special Issue for IEEANSACTION ON
CIRCUITS AND SYSTEMS FORVIDEO TECHNOLOGYin August—October, 1997. He
also served as Associate Editor for the IEEEANSACTIONS ONVLSI SYSTEMS
and |IEEE RANSACTIONS ONCIRCUITS AND SYSTEMS—PART II.

He served on the Technical Program Committees of IEEE, ISCAS, ICECS,
and APCCAS. He served as the VLSI Track Co-Chair of the Technical Program
Committee of ISCAS’'99. He served as General Chair of IEEE APCCAS'92. He
also served as the Chair of Neural Systems and Applications Technical Com-
mittee and Chair of Multimedia Systems and Applications Technical Committee
of the IEEE CAS Society. He was one of the Society representatives in the
Steering Committee of IEEERANSACTIONS ON MULTIMEDIA . Currently, he
serves as Associate Editor for the IEERANSACTIONS ON VLS| SYSTEMS
and |IEEE TRANSACTIONS ONMULTIMEDIA . He is the Distiguished Lecturer of
the CAS Society and one of the society representatives in the Neural Network
Council. He is a member of Eta Kappa Nu and Phi Tau Phi Honorary Scholastic
societies.

Wen-Cheng Yenwas born in Taichung, Taiwan,
R.O.C., in 1968. He received the B.S. degree from
the Department of Electrical Engineering, Tamkang
University, Taipei, Taiwan, in 1993 and the M.S.
degree from the Institute of Electronics, National
Chiao-Tung University, Hsinchu, Taiwan, in 1995.
He is currently working toward the Ph.D. degree at
the same institute.

His research interests include cellular neural net-
works, signal processing, VLSI design, and RF com-
munication circuits.



