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Vision-Based Tracking and Interpretation of Human
Leg Movement for Virtual Reality Applications

Chin-Chun Chang and Wen-Hsiang T,saenior Member, IEEE,

Abstract—A vision-based system for tracking and interpreting detection, hand gesture recognition, gaze tracking, human
leg motion in image sequences using a single camera is developegody tracking, body posture recognition, etc. [4]. The proposed
for a user to control his movement in the virtual world by his legs. system focuses on how to recognize the type of leg motion

Twelve control commands are defined. The trajectories of the color di lated to the studv of gait Vsi d bod t
marks placed on the shoes of the user are used to determine the@10 IS related to the study or gait analysis and body posture

types of leg movement by a first-order Markov process. Then, the recognition. To recognize the posture or the type of motion of
types of leg movement are encoded symbolically as input to Mealy a human, a popular approach is to use moving light displays
machines to recognize the control command associated with a se-(MLDs) [5] which are sequences of images of discrete points.
quence of leg movements. The proposed system is implemented onp, orqer to produce an MLD, the user is required to attach small

a commercial PC without any special hardware. Because the tran- L . . . .
sition functions of Mealy machines are deterministic, the imple- glass bead reflectors to his joints while subject to intense light,

mentation of the proposed system is simple and the response timeOr he must wear small light bulbs and stay in a dark room.
of the system is short. Experimental results with a 14-Hz frame rate  To obtain the 3-D coordinates of MLDs, stereo vision must
on 320x 240 image resolution are included to prove the feasibility pe ysed. Alternatively, by properly arranging the reflectors or
of the proposed approach. bulbs, the 3-D coordinates of MLDs can be also obtained by
Index Terms—Human—computer interaction, leg motion, using monocular vision [6], [7]. Although MLDs provide pure
Markov process, Mealy machine, virtual reality, vision-based aspects of motion vision, the setup of such systems is not easy.
tracking. On the other hand, the posture of a human body can be rec-
ognized by analyzing the image of a human body. In [8], Rohr
|. INTRODUCTION proposed a model-based approach to recognizing human move-
ments inimage sequences. Ahuman body is represented by four-
te@n cylinders which are connected by joints. The image region of

. T ) alking personis obtained by a change detection algorithm and
more friendly and intuitive for operation. For example, we ¢

: ith th ina hand 1 e model parameters are estimated by a discrete linear Kalman
communicate with the computer using hand gestures [1], or plﬁﬁ’er. Gavrilaand Davis [9] employed a model with 22 degrees of

games by hgnd gestures or body postgres [2]. For virtual fFeedom for a person, and estimated the parameters of the model
ality applications, we can use some devices such as keyboal a generate-and-test strategy. Inelal. [10], human limbs

wands, mice, treadr_nﬂls, etc., to explore the virtual world [3 re represented by a set of planar patches, and a parameterized
However, these devices are either nonnatural for us, or exp 5del of optical flow of a planar patch is used to estimate ar-

sive and heavy. To make the user immerse himself in the Vil‘tl{ ulated motion of human limbs. The above systems all need
world, a system providing a more intuitive way for a user to

: . . . estimate many parameters and require massive computational
control his movement and action in the virtual world is neede

ITH THE ADVANCE of computer vision technology,
human—computer interaction devices become more

S it wral f ¢ t and action I sources. In Wreet al. [11], a real-time human body tracker

ince 1L1S natural for us 1o express movement and action g0 § pfindger was developed and a blob representation was used
walking, running, and jJumping by using our legs, av_|S|0p—t_Jasq model a person. The system had been applied to gesture con-
system Wh'9h tracks and mterprets hu_man Ieg mguon N IMags| and recognition of a subset of American Sign Language, etc.
sequences is developed to achieve this goal in this study. In

S . ) Bemaret al. [2] developed a vision-based system to recog-
proposed system, vision is used because vision provides a N%e the posture of a human body for computer games. By ex-
invasive method for tracking, and thus the user and the system

i b bles. Si th d " ” ting moment features and orientation histograms from the
not connect by cables. since the proposed System provides g utimage ofthe body, and then matching the extracted features
other method for human—computer interaction, the system

; . : . S@"hose of the prototypes of body postures, the closest match is
be applied to exploring the virtual world, telerobotics, Compm%garded as the type of the body posture. However, due to only

assisted instruction, video games, etc. 2-D information being concerned, itis difficult for the systemsto

Research areas of vision-based human—computer mterac“odrr'l]dle the variations of the leg motion (will be explained later).

devices include facial expression recognition, head orientation | proposed system, the user works within the field of
view of a single camera and moves his legs according to some
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TABLE |
CONTROL COMMANDS

Control Command

Abbrev. Description

Start system

<start> Initially, the system does not recognize the leg motion
of a user until he is ready and stands still with two
feet close to each other for about three seconds. If the
system does not start, the system (or the user) is in
the ready mode; otherwise, the system (or the user)

is in the running mode.

Stop system

<stop> The user can cross his legs and keep this pose for
about three seconds to stop the system and the sys-

tem gets it into the ready mode.

Walk <walk> When the user walks on a spot, the system interprets
this type of leg motion as walking.
Jump <jump> The user jumps up.

Change moving direction

to forward

<forward> When the user steps on a spot twice by his right leg,

it means to change the moving direction to forward.

Change moving direction

to backward

<backward> | When the user steps on a spot twice by his left leg, it

means to change the moving direction to backward.

Move left <move left> | The user moves his left leg sideways.
Move right <move right> | The user moves his right leg sideways.
Turn left <turn left>> | The user moves his left leg foward.
Turn right <turn right> | The user moves his right leg foward.

Left leg kick

<left kick> | The user kicks with his left leg.

Right leg kick

<right kick> | The user kicks with his right leg.

are listed in Table | and Fig. 1. Before introducing the proposed  and ending positions of the leg motion associated with a
system, some characteristics of the leg motion in this systemare command and a method for continuous leg motion recog-

identified as follows.

nition is needed.

1) First, itis difficult to judge whether a leg is on the ground 3) Third, different durations of the same type of leg motion
or not from a single image of the legs. Moreover, two ~ may convey different meanings. For example, in the pro-
trajectories of the leg motion of an identical command  Posed system, to stop this system, the user can cross his
projected on the image plane may be differentbecause the e€gs and keeps this posture at least 3 s. However, the user
user may change his position and orientation. Therefore, ~ crossing his legs does not always mean to stop this system
directly analyzing a 2-D image to recognize the type of because the user may cross his legs momentarily just be-
leg motion (like Freeman’s system) is not feasible and the ~ cause of moving sideways.
system must be able to handle such kinds of variation. Because of using monocular vision, the trajectory of the leg

2) Second, since the leg motion is fast and the user hasthe image plane when the user moves his leg backward and
to keep himself balanced, it does not have significabiehind his body is very similar to the trajectory of the leg when
“pause” between the leg motion associated with consedhe user raises up the leg. Therefore, we do not design the type
tive commands. Thus, itis not easy to indicate the starting leg motion which moves the leg backward and behind the
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(v) (w) (x) (y) () (a) (b)

Fig. 1. Some snapshots of the leg motion corresponding to the control commandstd#)-. (b) <stop>. (c) and (d)<walk>. (e)—(g)<jump>. (h) <turn
right>. (i) <turn left>. (j) <move right>. (k) <move left>. (I)—(r) <left kick>, and then<right kick>. (s)—(w)<backward>. (x)-(b") <forward>.

user’s body in this system. To obtain the region of the usertsated with a sequence of leg motion are defined. In Section V,
legs, some existing methods can be applied such as the actimage processing techniques used to identify the color band
shape model [12], and the statistical shape model [13]. Howewenrn on the user’s legs is presented. Some experimental results
they are time-consuming to detect and track the legs becausegateshown in Section VI followed by concluding remarks.

motion of human legs in the NTSC video (30 frames/s) can be

very large, and the change of the shapes of legs can be big due to Il. SYSTEM OVERVIEW

self-occlusion, shadow effects, deformation of trousers, and thel-O use the system, the user stands in front of a camera with

flexion of the user’s legs. In order to ease the installation of thﬂ\ﬁ/o color bands on his feet. Shown in Fig. 2 is a configuration
system in a general indoor environment, and the identificatiof (o system. Initially, the system is in theady modeln this
of the two legs of a user even if they are occluded or crossgflyqe the system is waiting for the user to enter into the field
the user is required to wear two different color bands on his legg,iaw of the camera and issue the commarstart (defined
for use as the reference points. _in Table 1) to start the system to interpret the user’s leg mo-
In the past, the hidden Markov model (HMM) [1], dynamiGion, when the system is started, the system is inrtimaing
time warping [14], and the finite state machine [15] have beghodeand the user can issue the commands listed in Table I.
used to recognize the hand gesture. Alternatively, in this stuethe current state of the user’s legs is determined by a first-order
the leg motion is regarded as a sequence of state transitions grglkov process. In addition, a Mealy machivg is developed
modeled by a first-order Markov process. In addition, in order {g output the command associated with the sequence of the leg
continuously recognize the meaning of a sequence of leg stat@gtes. To handle the problem that different durations of the same
two Mealy machines [16] are implemented. In the following igype of leg motion may convey different meanings, the other
the organization of this paper. In Section II, an overview of th@lealy machineM. is designed to translate the leg states to the
system is described. In Section Il, the definitions of leg stat@gput symbols ofM; . Specifically, the relationship among the
are described and the method to determine the current leg skatgkov processM;, and M, is that the current state of the
using a first-order Markov process is introduced. In Section I\iser’s legs is determined by the Markov process, and served as
two Mealy machines proposed to understand the meaning asga®-input symbol ofM,, then M, translates the current state
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TABLE I
DEFINITIONS OF LEG STATES IN THE RUNNING MODE

State no. | Abbrev. | Description

1 <8,8> Both feet are stationary and on the ground. Fig. 1 (a) shows an
example.
2 <v,v> | Jump, i. e., the user raises or lowers the left leg and the right leg

simutaneously. In this study, we do not allow the user to jump
sideways, forward, or backward because the user may easily jump

out of the camera view. Fig. 1 (f) is an example.

3 <v,8> The left leg is raised or lowered and the right foot is stationary

and on the ground. Fig. 1 (c) is an example.

4 <cv,s> | The left leg is raised or lowered and the right foot is stationary -

and on the ground; in addition, the two legs are crossed.

5 <h,s> The left leg is moved sideways and the right foot is stationary

and on the ground. Fig. 1 (k) is an example.

6 <ch,s> | The left leg is moved sideways and the right foot is stationary and
on the ground; in addition, the two legs are crossed. Fig. 1 (b)

is an example.

7 <fs> The left leg is moved forward and the right foot is stationary and

on the ground. Fig. 1 (i) shows an example.

8 <cf,s> | The left leg is moved forward and the right foot is stationary and

on the ground; in addition, the two legs are crossed.

9-14 State 9: <s,v>, State 10: <s,cv>, State 11: <s,h>, State 12: <s,ch>, State
13: <s,f>, and State 14: <s,cf> are defined similarly for the states when

the left foot is stationary and on the ground, and the right leg is in motion.

to the input symbol oM, andM; outputs a symbol which this section, 16 leg states are defined; two are defined for use
represents the command issued. When the system is mrthe in the ready modeand the rest for use in theinning mode
ning mode the above process is repeated until the user issudfe first introduce the method to determine the leg state using
the command<stop> to stop the system, and then the system first-order Markov process when the system is inrthning
goes to theeady moddo wait for the user to start this systemmode and then the technique to determine the leg state when
again. In the following sections, the Markov procéds, and the system is in theeady mode
M, will be described in detail.

A. Definitions of Leg States in the Running Mode

lll. DETERMINATION OF LEG STATES In therunning modefourteen leg states are defined according

Leg motion can be regarded as being composed by a sequeandfe snapshots of the configurations of the legs. For example,
of leg states. Thus, to understand the meaning of leg motidwp legs may be still or above the ground (i.e., the user jumps
it is necessary to know the current state of the legs. When ting); or one leg may be still, and the other leg above the ground,
system is in theeady modewe only need to know whether or moved sideways. The detailed definitions of the fourteen leg
the user stands still on the ground or not; however, it becormrssates are listed in Table Il. Other types of leg states can also be
more complicated when the system is in thaning modeln defined, but the 14 states are found to be enough in this study.
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As described in Table II, the configurations of a leg may b ﬁ"‘f’l plane of body
above the ground, moved left or right, or moved forward, an ;
these configurations are identified as in a “vertical” position, ir — -

a “sideways” position, and in a “forward” position, respectively.

If the position of a leg is exactly “vertical,” “sideways,” or “for-

ward,” we can connect the current position of the mark on th

leg to the last position of the mark which is just on the grounc

and form three directional vectors which are useful for detel

mining the configurations of the leg. For example, if the direc

tion from the last position of the mark which is on the grounc  camera vertical ﬂ

to the current position of the mark is similar to the “vertical”
direction, then it will be more possible to say that the currer@

vertical

. . - . L . sideways
configuration of the leg is in a “vertical” position. Specifically,  sideways
the directional vectors can be defined by the linear combinatic \ A/fvd
of three orthonormal vectors in the camera coordinate systel forward ¥ er o
the unit normal vectoe, of the ground plane, the unit normal

vectore of the frontal plane which is orthogonal to the grouna

plane and passing through the marks on the legs, and the cig§S  an illustration of the geometric configuration of the ground plane, the
producte; = e, x e of the two vectors. The direction @f, frontal plane, and the six directional vectors.

is away from the ground plane and the directior pis toward

the camera. Furthermore; can be changed if the user turnsrpen in the camera coordinate system, the 3-D position of the

his body. In this system, the directional vectgris regarded to mark at the initial position can be easily computed by
be the walking direction of the user with respect to the camera g

coordinate system. After observing the leg motion of a human p= [z vy fI
being stepping on a spot, we define the three directional unit ax + by +cf

vectors for the left leg as follows: wherep andx = [z y|* are the 3-D coordinate and the perspec-
vertical: e,; tive projection of either the left mark or the right mark at the ini-
. . RN o tial position andf is the focal length. Since; is orthonormal
sideways: e, sin15° 4+ e cosls h | f1h dol d the initial .
_ i e , tothenormalvector of the ground plane and the initial positions
forward: e, cos69.2952° + e, c0869.2952° + ey cos30°  of the marks are on the frontal plane, the unit normal vector of
the frontal planes; can be obtained by normalizing the cross

and three directional unit vectors for the right leg as follows: k e
product ofe, and the vector passing through the two initial po-

vertical: e, sitions
sideways: e, sin15° — e, cos 15 e, X (pr — P1)
forward: e, c0s69.2952° — e, cos69.2952° + e cos 30°. er= pr — il

Fig. 2 is an illustration of the geometric configuration of th‘\e/vhere| .| represents the 2-norm of a vectprandp, represent

ground plane, the frontal plane, and the six directional vectomé 3-D coordinates of the left mark and the right marks at the

How'to estlr_nateeg ande; W!” be descrlbec_i I_ater. initial positions, respectively. In addition, the trajectory, which
From a single camera, it has some difficulty to know th

& the perspective projection of a mark moving from an initial
3-D positions of the marks when the user’s legs are not on ;b Persp Proj 9

d4- in additi hen th N . f his | Gsition in the directiond = [d. d, d.]', is a uni-directional
ground, In adaition, when Ihe user Stops moving one ot fis 1egg, starting from the perspective projectiriof the mark at the

we cannot know whether this foot arrives at the ground or n?ﬁ . i )
. ..._Initial position, and can be expressed as follows:
until the other leg moves. On the other hand, the 3-D positions P P

of the marks can be easily computed if we know that the user’? . " fdy —xd, "
feet are on the ground. In addition, when the user moves one ofl o \/(fdac —xd.)2 + (fd, —yd.)? fdy —yd.
his legs, the other leg must be stationary and on the ground ex- N}

cept when he jumps. Thus, in this study, once we are sure thatlzereld represents the direction of the trajectory and- 0.

leg is stationary and on the ground, said to be ahdial posi- Using (1), the directions of the directional vectors projected on
tion, the 2-D trajectories which are the perspective projectiotise image plane can be computed. Laf, 1d,, andld ; denote

of the mark moving in the three directions can be computed irthe directions of the trajectories of the left mark moving up or
mediately to determine the leg state. down, sideways, and forward, respectively, andriéf, rd,,

Let the ground plane equation with respect to the camera @mdrd s be defined similarly for the right mark. In this study,
ordinate system ber + by +cz+d = 0witha? +b? +c®> =1 e, ey, the sixvectors, and the last two initial positions of the left
andc¢ < 0, which can be estimated via a flat calibration marknark and the right mark are called tstate parameters-ig. 3(a)
on the ground [17]. Obviouslyg, = [a b c]*. Let the last ini- shows a real image and a configuration of the six directional
tial positions of the left mark and the right mark projected owectors; Fig. 3(b) shows that the left mark moves alkhgvhen
the image plane be= [z; y]" andr = [z, ¥,]", respectively. the user moves his left leg sideways.
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andr; = [rz; ry:] denote, respectively, the positions of the
marks of the left and right legs at timién the image plane. Our
everyday experience tells us that if we know the initial positions
of the marks and the current leg state, we can easily figure out
the possible positions of the marks. That is, the positions of the
marksl; andr, at timet are highly dependent on their last ini-
tial positionsl;_,,, andr;_,, and the current leg state. Thus, the
conditional probability distribution

P(ltvrt|3t = j? ]-tflvltf?v (RS 107rt717rt727 e 7r0)

can be reduced to

(@) P<1t,1‘t St Ijvlt—171t_2,...7107>
ry_1,ry—2,...,r0
- = P(lt,rt|3t :j7 ltfm,l‘tfn).

Accordingly, thea posterioriprobability that the leg state attime
tis¢ can be expressed as in (2), shown at the bottom of the page
[18], , where thea priori probability for the leg state at times

. e given by

P(St = i|1t7171t727 e 7107rt717rt727 .. '7r0)

14
= ZP(i|j)P(3t—1 =gl L2, .., 1o, T
=1

I‘t,Q,...,I‘o). (3)

o 3 An il on of th . s of the six directional When the system changes the mode from ready to running,
ig. 3. An illustration of the trajectories of the six directional vectors : :
(a) Configuration of the six directional vectors. (b) The user moves his left |é5‘e user must stand still and the leg state must be in the state

()

sideways and the trajectory of the left mark is alddg. <s,s>. Therefore,t is initialized to be one and tha poste-
riori probabilities of the leg states at time zero désy =
In practice, the movement of a leg is not always vivid andlo,To) = 1, andP(so = i[lo,xo) = 0, fori = 2,3,...,14.

the moving direction of a leg may not align well with the thre&? addition, th_e_14 Ieg_states can be c_Iassified into four disjoint
directional vectors. Thus, to correctly determine the current IE§tS Py examining which leg is in motion. The four sets are de-
state, we must take the past states of the legs into account 3éibed as follows: 1) set Istate 3—both feet are stationary
cause consecutive leg states are highly correlated. and on the ground; 2) set gstate 3—both legs are moving up

or down; 3) set 3{state 3, state 4, ., state §—the leftleg is
B. Determination of Leg State in Running Mode by First-Ordéh motion and the right foot is stationary and on the ground; 4)
Markov Process set 4:{state 9, state 10, . , state 14—the right leg is in mo-

According to our experience, some of the leg states are higﬁ'lon and the left foot is stationary and on the ground. And the

Y . -

correlated to their previous states. For example, when walkif osterioriprobabilitiesF (t), I(f), Ps(t), andP4.(t) of the
. . e o r sets can be defined, respectively, as follows:

on a spot, one may first raise his right leg up (going into the state

<s,v>), then step down with his right leg (remaining in the state Pi(t) = P(sy = 1L, Ly, Te, Ty )
<s,v>) and raise his left leg up (going into the stat®,s>) Py(t) = P(s; = 2|1, 1 re) o)
immediately, and then step down with his left leg (remaining 2= . £ A e T T
in the state<v,s>), and repeat this process again and again. In Py(t) = Z P(si = i|ly, Ly 4 Trn)

this study, a first-order Markov process is used to describe the
process of transitions among the 14 leg states.

Let s; denote the leg state at timeP(j|¢) denote the transi- Py(t)
tion probability from the statéto the statg, andl, = [lz; ly]

K2

2
Y

4
P(St = i|1t7 ltfrnv Iy, rtfn)-
=9

Pls; =illi1,.... 1o, Tr1,...,10)P(l S T
P(St:i|1t71t—17---7107rt7rt—17---7r0): = (St L|t 1, , 1o, Te—1, ,I‘O) (tvrt|st (2%07 ry ) (2)

ZP(St = j|1t—1’ oo le, g, arO)P(ltart|3t =7, | P rt—n)
j=1
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Thus, when the system is in thenning modethe leg state,

at timet can be determined by (4) which selects the leg state

with the largesta posterioriprobability from the set whosa

posterioriprobability is the largest amon#, (t), P»(t), Ps(t),
and Py(t)
1 ifP(¥) = jJnax 4{P )}
2 if B(t) = max {F;(6)};
7=1,2,3,4
i if P3(t) = jzl{l,%i(’)/k{P] (t)} and
P <3t = ]-talt—rnv )
Iy, Tt—n
S = _ ltalt ms
t = _max Plsg=j , or
J=34,..., T4, T't—n
if Py(t) = meQLx 4{P (t)} and
P <3t - ltalt—mv )
Iy, t—n
=  max {P <st =y LoLiom, )}
L 7=9,10,...,14 ry,ri_p

(4)

However, determining the leg state just by (4) may lead
to serious mistake because thgosteriori probability of the
selected leg state may be not large enough to dominate th
posterioriprobabilities of the other leg states. Thus, whenahe

posterioriprobability of the selected leg state is not large enough

(smaller than 0.5, in this study), an additional leg state—*und
termined” is introduced to postpone making decision at time

C. Definitions of Conditional Probability Distributions

To compute thea posteriori probability of the leg state at

time ¢, we must know the conditional probability distributions

P(ly,re|sy = 4,1 pmyre0n), i =1,2,...,14, and the transition
probabilitiesP(j|i), 4, j = 1,2, ..., 14. In this section, the con-

15

t, the probability that the legs are both stationary (but
not necessary on the ground) is

PS(diSt(].t, lt_l))PS(diSt(rt, rt—l))-

Pstationary(t) =

2) P,(v,x,x") defined in the following is the probability
distribution function of the direction of two points
andx’ consistent with the direction of the vecter

v-(x—x)

R ifv-(x—x')>0

Py(v,x,x') = ¢ |v||[x -

, otherwise
where: represents the inner product of two vectors. In
addition, P,ia(v,x,x’) is similarly defined but takes
additionally the reverse direction efinto account

Poia(v,x,x') = Py(v,x,X') + Py(—v,x,X).

3) A function7 whose output is zero or one is defined as

follows:
) = {

4) If the legs are crossed, the left mark must have been
moved to the right side of the right mark, or the right
mark must have been moved to the left side of the left
mark. These relations can be expressed as follows:

ifz >0
otherwise.

1
0

?

7

e

e_

leg relation
crossed if 1 —7(Py(lds, 1, ry)) = 1or
1—7(Py(rds,ry, 1)) =1
not crossed if 7(P;(1d,,1;,ry)) =1or
7(Py(rd,,ry, 1)) = 1.

ditional probability distributions will be defined, and a method

to obtain the transition probability table will be introduced in

the next section. First, some auxiliary functions are defined
follows.

1) The probability distribution functio®, (dist(x, x’)) of
two pointsx andx’ being nonstationary and its com-
plementP; (dist(x, x’)) are defined as follows:

dist(x—x")
Pu(distex) = 7 /0 exp(—t)te=! dt
P, (dist(x,x')) = 1 — P,(dist(x,x"))

1
()

where disfx, x’)
tweenx andx’, I'(a) is the gamma function

[Ne)

/ exp(—t)t*~1 dt
0

P,(0) = 0, P,(c0) = 1, ande is used to control the
sensitivity for detecting point movement. Thus, at tim

represents the Euclidean distance b%ons P,

ashs mentioned previously, when the user stops moving one of
his legs, we cannot know whether the foot arrives at the ground
or not. Thus, in this study, it is taken as a principle that when a
leg stops moving, the leg state is not changed until the leg moves
in another type of motion or another leg moves. With this prin-
ciple and the above auxiliary functions, the 14 conditional prob-
ability distributions can be defined. Here, the conditional prob-
ability P(1;,r|sy = 3,1, ri—p) is used to illustrate how to
define the conditional probabilities. State 3 means that the left
leg is in a “vertical” position, the right leg is stationary and on
the ground, and the two legs are not crossed. TR, r;|s; =

,Li_m,ri—p) can be expressed by the product of the four func-
(dlSt(]-h ]-t—rn))y Pd(ldva ]-t7 ]-t—rn)a PS (diSt(rta rt—rn))u
andr(Py(1d,,1:,r:)), where the product of the first two func-
tions represents the probability of the left leg in a “vertical” posi-
tion, the third function denotes the probability that the right leg
is stationary and on the ground, and the fourth function states
the probability of the two legs not being crossed. The defini-
tions of the other conditional probabilities are given in Table IlI
and their derivations are omitted.
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TABLE Il
DEFINITIONS OF CONDITIONAL PROBABILITIES
]
State no. s; | Conditional probability P (L;.r;|s; = i1 _m.1p)
1 Py(dist(le, o)) Ps(dist(ry 1e—p )
2 P (dist(ly. L)) Pa(Ady, 1, iy ) P (dist{rs, 1y ) ) Py(rdy, e, 1y _yy)
3 P (dist(ly, L)) Pa(ldy, e, Li— ) 7( Pa(lds, 1y, 14 ) ) P (dist(re, rp—p )
4 F(dist(le. 1e-m)) Palrdy, b, ve—m) (1 — 7(Pu(lds, L, 1)) Ps(dist(ry. 1))
5 Po(dist(le, 1y ) Pa(1ds. 1. Lo )7( Pa(ld, 1y, 1)) Po(dist (s, roen))
6 Py (dist(ly, 0 ) Prag(xds, Lty v (1 — 7(Py(lds, b, 1)) ) Ps(dist(re, 1))
7 Paldist(ly, b)) Pa(ld g, I, b ) 7(Pa(lds, 1, 1) ) Po(dist (rs, 1o )
8 Po(dist(l, l—m)) Py(rdg, L. v m) (1 — 7(Pa(lds, L, xe) ) Pe(dist(xe, re—n })
9-14 The conditional probability distributions of State 9 to State 14 can be defined
in the same ways as State 3 to State 8.

D. Learning Probability Transition Table where the definitions aP; (current state= 4, next state ) and

When a user moves his legs freely, he can change his teg¢) &re given as follows:
state from one of the fourteen states to any one of them. That current state= i
is, all of the elements of the probability transition table are not 1 < next state= j 7)
zero. However, some of the state transitions for the user are the number of occurrence of the state
easy to conduct but some of them are d|ﬁ|(;ult for the user. In followed by the statg
general, the frequency for a user to do a simple leg maotion is = —
higher than the frequency of a difficult one. On the other hand, the number of training frames 1 .
: . ; : ) . the number of occurrence of the state
if the user always moves his legs in order to issue the defined P (i) = — @)
commands, then some state transitions will never occur (for ex- the number of training frames
ample, changing the leg state from the fourth state to the tweltihd P, (current state =i, next state =j) and P (i), i, 7 =
state) and the probabilities of the state transitions will be zerp.2, .. ., 14 can be obtained by a training procedure. The tran-
As a consequence, the actions of a user can be classified to §@n probabilitiesP(j|i), i, = 1,2,...,14, are assigned
kinds: the first kind is to issue some control commands, amglanually according to the level of difficulty for changing the
the other kind of actions is meaningless movement, and thiy state from the stateto the statej. In this study, five dif-
no control command is associated with the actions. Becausefibalty levels 0, 1,. .., 4, ranked from the most difficult to the
user may perform some meaningless actions in the system, ¢lraplest level, are defined. Suppose that the probabilities of the
probability transition table must be able to describe the two digansition from the statewith the difficulty levelg and the tran-
ferent kinds of behaviors of a user. In this study, the transitigition from the state with the difficulty level g + 1 are related
probability from the statéto the statg is defined by a weighted by a factory, wherey > 1. Accordingly, the transition proba-

sum of two terms bilities P (4]¢), ¢, 7 = 1,2, ..., 14 can be computed by
PO = PG+ A - ARG © Pulili) =
14
where P; and P, respectively, correspond to the probability Z,YDL(mli)

transition tables of the first and the second kinds of actions and

< 4 < 1. if 3 i - "
0 = ./? < 1. Thus, if # is equal to one, then only the StatewhereDL(j|z‘) denotes the level of difficulty for the transition
transitions related to the control commands are allowed. If

is equal to zero, then the user is regarded to have no partichom the state to the statei. The difficulty levels of state tran-

: . Sitions defined in this study are listed in Table IV.
intent to issue the control commands.
In this study, the transition probabilitied” (j|¢), ¢,

m=1

E. Determination of Leg State in Ready Mode

j=1,2,...,14, are computed by Bayes's rule .
. . When the system is in tiready modewe only need to know
Puili) = Pi(current state= i, next state= j) whether the user tries to start the system by standing still with
P (7) two feet close to each other. Therefore, there are only two leg

fori,j =1,2,...,14 states in theeady modethe state that the user stands still with
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TABLE IV
DIFFICULTY LEVELS DEFINED IN THIS STUDY

DL(Gli) |1 |2 |34 |5 (678|910 11| 12] 13| 14

10 1314121+ ]3]4]1 0 2 3 2 3
11 T332 4111421412 2 0 1 2 3
12 13|12 1312131243 3 1 0 2 3
13 L3424t 2 (414 1 2 2 2 0 2

14 Ly 3|44 )1213 1214712 3 2 3 1 0

two feet close enough and its complement. Although, at time IV. DETERMINATION OF CONTROL COMMANDS
t, the probability of two legs being stationary can be known by

f;]Stationar,Y(tt)’ t?lstprtoba(ljb|I|tythmeasuredcannc;t _trek:l us'JE/\I/h(.ethe ovement, Mealy machines are used in this study. A Mealy
€ ?Sfrz \f[VO eets ahn tr?n the groun tort n?h. u?, 1S ina k;achineM is a sequential machine which can be described by
quate to determine whether the user starts the system or not| ¥x-tupleM — (O, A, 8.\, go) where( is a set of states,

]lu?ttlus'nggslt(a“o“ary(tt)t‘_ For exabmplteé i t?he ustir ralsetzs up hl; is a set of input symbolg) is a set of output symbolg,is a
€lt leg and keeps stationary about > s, then the system wi te transition function which magsx > to Q, A is an output

st?lrtbed becausBst?tionary(t)'haz ? hlih; value,da{lhd thg Igg Stat‘?unction which mapg? x X to A, andgy is the initial state. In
\t’.\" le errtoneoui)érecogmz? d 0 ith S ant € S'Xt |frec— this section, a Mealy machid ; which translates the leg states
lonal vectors will be computed with a great amount Of errof, ., 5 get of symbols is described first. Then, the other Mealy

leading to incorrect determination of subsequent leg States'r#%chineMl using the symbols generated B, to determine
this study, when the system is in theady modeif the user the control command is introduced.

keeps stationary for about 3 s, we assume that the two feet are
both on the ground and the 3-D positions of the marks on the
legs can be computed. If the distance between the two marks
is shorter than a predefined threshold value, the two feet are reThe Mealy machindl, = (Q', %', A", &', X, ) translates
garded to be on the ground. This simple rule works well becau$€ leg states into the input symbols df; by mapping se-

if a foot does not stand on the ground, the computed 3-D pogkences of leg states to single symbols in order to simplify the
tion will be far away from the actual position and the computedesign of the Mealy machiriel; . If the current leg state is un-
distance will be much larger than the actual distance betwe@gtermined, the state &f is not changed because we do not
the two marks. Consequently, the rule to determine the leg stat@nt to make any decision when we are not sure of the current

To continuously recognize the meaning of a sequence of leg

Translation of Leg States into Input Symbols

in theready modeés as follows: leg state. The details &1, is described as follows.
1) @' represents a set of states, a@d = {q(, ¢},
15, if Pitationary ()7 (Pa([1  0]",1;,1¢)) > 0.5and Q5. - -+ Q5o } Wherek = frame rate.
5 = the 3-D distance between the two marks 2) Y ={<1>,<2>,<3>,<4>,<5>,<6>,
e is smaller than a predefined threshold <T7T>,<8>,<9>,<10>, <11 > <12 >,
16, otherwise. <13>,<14 >, < 15 >, < 16 >, <X>} are the set

(8) of input symbols where the symbois1 >, < 2 >, ...
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TABLE V

DEFINITIONS OF 6’ AND A’ OF M

Next state Ctoter
Output State
I s 7 ’ ’ ’ ’ ’ ’ ’ ’
nput 90 9 d2 9 941 Gry2 o1 ok 9241 93%—2
7 ’ ! 7 7 ’
1> B 9 3 9 9 a2 9 ) . :
<s.s > <s.5> <long s.5> <ss> s> <sas >
s 7 s ! ! s
<2 : q q ) 9y ) T ) . )
<v.v > <v.ov > <v.ov > <v.ov > <vov > <vov >
’ s ’ ’ ’ ’
<3> ) 9 9 9 9 9 9 ) ) )
LV > <V.S> v > <v.s > Lv.s > <v.s>
T 7
<d> _ T t1 Ik t1 Th+1 Ir+2 i3 . ) _ R B
<ev.sD> <LOV.S > <ev.s > <ev.s D> CeV.E D> <stop >
7 7 7 7 7 7
= _ 9 q 9 93 9 91 _ - -
<> <h.s> <h.x> <h.s> <h.s> <h.x> <h.s>
T ’
<6> _ Trt1 Tt Ty T y2 943 99 : B B
<ch.s> <ch.s> <ch.s> <chos> <ch.s> <stop >
’ 7 ’ ’ ’ ’
<7 . q 9 9y 91 bl 4 - - -
<fs> <fs> <f.s> <fs> <fs> <f.s>
7 ’
<8> : Int+1 Irt1 T4 Ti42 9r43 9 . . B
<cfs> <efs> <efs> <efn> <cfs> <stop>
/ ’ ’ ’ ! !
<0 ; 9 9, 9 9 9y 9 } B B
CH D> <5V > <s.V > LRV > <s.v > sV >
7 7
<10> _ it it 41 Iy2 943 4 B ~ R
<Hev > <50V > <R.0V > <H. OV > <.V > <stop>
/ ! s ’ s s
<1l> ) 9 9 9 9 ) 9 : B B
<s.hi> <s.h > <s.h> <s.h> <s.h> <s.h>
T 7 7 T T 7
<12> _ Tkt 9kt1 Tt Trto Yty 4q R B ~
<s.ch> <s.ch> <s.ch> <s.ch > <s.ch> <stop>
’ ! ’ 7 ’ ’
. B g q 9 91 9 91 - - -
<13> <s.f> <s.f> <s.f> <s.f> <[> <s.f>
L4 ’
<14> : Iht1 Trt1 Ir+1 Ir+2 T +3 . q ) } }
<s.ef> <s.ef> <x.ef> <s.of> <s.of> <stop >
! 4
qoy _ Dok 1 92k42 q
<15> <X> 3 ) i 3 ) <X > <X > start >
’ / ’ ’
<16> _Y9 _ _ _ - . _ _90 _ _99 _99
<X > <X > <X > <X >
’ ’ ’ ’
“X> ~ 9 qs q; Ayl i2 o Tk ) )
<X > <N > <X > <N > <X > <X >

,and,< 16 > correspond to the leg states 1, 2,,and symbols<v,s>, <cv,s>, <h,s>, <ch,s>, <f,s>, and<cf,s>,
16, respectively, anet X> means that the leg state isthe last initial position of the right mark can be updated and the

not determined.

3) A

{<s,5>, <vv>, <v,5>, <cv,s>, <h,s>,
<ch,s>, «<f;s>, «cf,s>, <s,v>, <s,cv>, <s,h>,
<s,ch>, <sf>, <«<s,cf>, <long s,s, <starts,
<stop>, <X>} are the output symbols whetes,s>,

directional vectorrd,,, rd,, andrd; of the right mark can

be computed by (1). Similarly, whelwl, outputs the symbols
<8, V>, <S,cv>, <S,h>, <s,ch>, <s,f>, and<s,cf>, the last
initial position of the left mark and the directional vectdds,,
1d,, andld s of the left mark can be updated. In addition, when

<V,v>, ..., and<s,cf> represent the leg states andM, outputs the symbokstart>, the six directional vectors are
their definitions are given in Table Iklong s,s> and all updated. However, before updating the directional vectors,

<start>- mean that the leg state remains in the state ande; must be computed first.

1 and state 15, respectively, at least 3 s arsfop>
means that the user has crossed his legs at least £€s,Determination of Commands Associated with Leg Motion

and<X> means that the leg state cannot be resolvelly the Mealy Machiné/;

4) & and )’ are defined in Table V.

B. Update of State Parameters

changede;, ey, and the six directional vectoidl,,, 1d, 1d,

The Mealy machindM; = (Q,%, A, 8, A, q0) receives the
output symbol oMM, as its input symbol and outputs the control
command. The state d¥/; is unchanged if the input symbol

Because the position and orientation of a user may Ke<X>. Thatis,M, does not make any decision until it has

rd,, rd,, andrd; must be updated accordingly. As discussel@!lowing.

in the previous section, the directional vectors can be obtained 1) @ = {40, ¢1, ¢2, . - -
when the feet are on the ground. That is, wiMp outputs the

2) %= A,

3 q12}'

enough information. The definition d¥1; is described in the
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TABLE VI
DEFINITIONS OF 6 AND A OF My

Next state .
Output State
Input q0 q1 q2 q3 q4 as q6 q7 g8 q9 q10 q11 q12
<8.8> - 1 qL g9 a @ a1 a Q. 99 a1 q11 a1
? no no ne no no no no no no h no f
<YV VD> - 42 g2 92 92 g2 92 g2 q2 g2 gz 92 @
’ J no J J ) ] i i i i ] i
<V.8> - a3 43 93 a3 a3 43 93 43 0 q10 g3 43
no 114} Hno no 13453 W 11y na no o W f
<evis> e | e | e | e | e | v e | s | aw| w a3 Y
. o H0o no o no W no nao no ) w f
<h.,s> - g4 EEN EN 94 CEN EEN 44 94 ES EEN 94 9.4
o ml ml ml no ml 1w ml m nik mt 1 fiwml
<ch.,s> - 94 a4 EY ES a4 CEY g4 4 g4 a4 a4 EY
B ne no no no 110 1no 1o 1o 1o o Hey o
<fs> - g5 a5 a5 a5 a5 g5 25 g5 45 95 a5 95
’ tl tl 1k tl no tl t1 tl 1k Tk tl fitl
<cfs> - a5 45 g5 a5 g5 45 g5 95 a3 45 45 g5
no no no no 1o no 10 no no no no )
<3.v> - g6 g6 il g6 g6 g6 a6 a6 g6 g6 q12 q12
i no no w 110 no no no no w b no no
<s.cv> - 6 a6 46 96 g6 g6 g6 g6 46 g6 a2 q12
oS3 1o w o no no no o w IJ na 1N
<s.h> - a7 47 97 a7 97 a7 97 47 47 97 47 gz
mr mr mr mr mr mr 1o mr mr bt m nr wr
<s.ch> - a7, ar a7 a7 a7 qz ar a7 97 ekd il a7
no no no Ho no no no 160 o nao 1385 no
<s. > - as 48 98 s a8 a8 4qs g8 g8 g8 g8 a8
tr tr tr tr tr tr tr no tr bhttr rk rk
<s,cf> - g8 as g8 48 98 a3 as a8 48 a8 g5 498
° no Ty uo o no no nao no Ny o N nao
<l()“g 5.8 - 91 g1 a1 gL a1 a1 a qL q a g1 a1
’ no o no no no 1o no no 1o no o no
<start> au - - - - - - - - - - - -
<stop> - 0 | 4 | L | 2 9 g 90 | qu (e} 00} au 0
sp =P sp =P sp sp sp sp sp sp sp sp
<X > g0 a 92 a3 g1 45 g6 a7 a8 g9 4910 q1r 12
o no no no no no no no no no 1o 1o no

The output symbols< no action>, <walk>, <jump> , <stop> , <turn left>, <turn right>, <move left-, <move right>, <left kick>, <right kick>,
<forward>, <backward>, <backward+turn right, <backward+move right, <forward+turn left>, AND <forward+move left- are abbreviated to no, w, j, st,
sp, tl, tr, ml, mr, Ik, rk, f, b, b+tr,o+mr, f+tlAND f+ml, respectively.

3) A = {<start>, <stop>, <jump>, <walk>, 4) 6 and ) are defined in Table VI where the control com-
<turn left>, <turn right-, <move left-, <move mands are generated only when the input symbols are
right>, <left kick>, <right kick>, <forward>, changed.
<backward>, <no action>, <forward+move left,
<forward+turn left-, <backward+move right, V. MARK DETECTION

<backward+turn right}. The definitions of these
output symbols are given in Table | except the symbols To match the color of the marks on the user’s legs, a uniform

<no action>, <forward+ move left-, <forward+turn color space is preferred because the corresponding color simi-
left>, <backward+move right, and<backward+turn larity measure is simple. In this study, thé&«*v* coordinate
right>, where <no action- means that no control System is adopted because it is a C.1.E. standard for a uniform
command is generatec forward+move left de- color space [19]. The transformation from the N.T.S.C. RGB
notes the concatenation of the two control commanadgQordinate systenk , G, andBy to the L*u*v* coordinate
<forward> and <move left>, meaning the change systemL*, »* andv* can be found in [19].

of the moving direction to forward followed by a left To detect the marks, the models of the marks are built first
move; and<forward+turn left-, <backward+move by averaging thd.*«*v* values of the pixels in the regions of
right>, and <backward+turn right are defined the marks. The model of the mark on the right leg is denoted
similarly. by L,.(0), «.(0), andv,.(0), and the model of the left leg is
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denoted by;(0), 4;(0), andv;(0). To adapt to the variation of Start
illumination and shadow effects, the models of the mafks, ‘
ug, v) and (L., u,., v,.), used to find the marks at timeare
adjusted according to the color of the marks at ttrael using

Compute ground plane equation.
Build models of marks. ‘
Initiate the system to ready mode. i

the formulas described below: l\
Ly = 60Ly(t — 1) + (1 = 6)Ly(0) Is system from._ P et
L.=0L.(t-1)+(1-6)L.(0) - » readymodeto - yes - P(i | lry)=0,
. QUII(t ) 1) . (1 ) Q)UII(O) wg mode// ;for =2,3,...,14. :
up = Ou(t — 1) + (1 — 0)u,.(0) ( \>,/ . S
v = Bui(t — 1) + (1 — )v(0) no. - W—n(r*J Detect marks and adjust
| models of marks.
vp = Ou,(t — 1) + (1 — 6)v,.(0) 9) 1 ‘
} v
whereé ranging from zero to one represents the weight of tryes 1 Determine leg state.
models at time correlative to the those at tinte— 1. In this \ v
study,f = 0.5. 3 ! \
For each frame which is a color image of size 3240 ignfi‘;degrgs?ti;mm :YmbOIS byM, |
pixels, the centroids of the marks are found by the followin A pdate cirectional vectors. |
steps. PN v
1) Divide the input image into nonoverlapped blocks o _Ts system from . |

-~ running mode to “>«--| Determine control command by M, |
\\ready mode ? 7 ]
N e

size 5x 5 pixels and take the RGB values of each bloc

to be the average of those of the pixels in the block. )
2) Compute the color distances between each of tl S

blocks to the color models of the marks in thé&u*v*

coordinate system. If the color distance between F&- 4. Flowchart of the proposed system.

block and the left mark is smaller than a pre-defined

.

threshold value, the block is called a “1” block. If the occluded by another leg), theposition of the mark is
color distance between a block and the right mark is set to be ther-position of the other mark and thepo-
smaller than a pre-defined threshold value, the block sition of the mark is taken to be theposition of the

is called a “2” block. Otherwise, the block is called a mark in the previous frame, and the model of the mark
“0” block. is unchanged.

3) Perform the component labeling algorithm to find the Initially, the system is in theeady modeWhen the system is
connected components consisting of “1” blocks, calle@ the ready modethe leg state is determined by (8) uritl;
“1” components, and the connected components copUtputs the symbotstart>, i.e., until the system goes into the
sisting of “2” blocks, called “2” components. Elimi- running modeWhen the system is in threnning modethe leg
nate connected components with areas smaller thagtate is determined by (4). N1, outputs the symbokstop>,
pre-defined threshold value. then the system goes into theady modeAs a summary, the

4) Compute the centroid of each component. The “Iftow of the proposed system is illustrated in Fig. 4.
component with the centroid closest to the position
of the left mark in the previous frame is selected as a VI. EXPERIMENTAL RESULTS

candidate Component for the left mark in the current In this Study, the proposed system was imp|emented on Win-

frame. The candidate component for the right mark igows 95 by a Pentium-233 with MMX PC and the input color

obtained similarly. images were obtained by a commercial video capture card. To
5) For each mark, if the candidate component of the maggeed up the processing time, some computations are pre-cal-

is found, then apply the region growing algorithm tqulated, and the results were stored in look-up tables (e.g., (5)

expand the candidate component where the threshaldd some of the intermediate computations of the transforma-

value for the color similarity measure used in the exion from the RGB coordinate system to theu*v* coordinate

pansion process is a quarter of the threshold value usadtem). The frame rate of the proposed system is 14 Hz.

in the second step, compute the centroid of the ex-

panded component as the position of the mark, averagje Analysis of Conditional Probability Distributions in

the L*, u*, andv* values of the blocks in the expanded/able Il

component as the model of the mark at the current To analyze the robustness and sensitivity of the conditional

frame, and adjust the models of the marks using (§yobability distributions defined in Table Ill, plots of these func-

for detecting the mark in the next frame. If the canditions with respect to a typical leg configuration are given in

date of the mark is not found (because the mark may B&y. 5. Only the plots of the conditional probability distributions
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Fig. 5. Plots of the conditional probability distributions for the leg states with respect to a typical leg configuration. (a), (b) Leg state £ &itind 20,
respectively. (c)-(h) Leg states 3-8 with= 20, respectively.

for the leg states with the right leg being stationary are showhows the curves of tha posterioriprobabilities of the four-
because the behaviors of the other conditional probability digen leg states over 103 frames when the system is nutimeng
tributions can be easily realized from them. To clearly show timeode The control commands arewalk>, <walk>, <walk>,
shapes of the conditional probability distributions, the currertwalk>, <walk>, <move right-, <move left-, and<move
position of the right mark was assumed in an initial positiomight>, which are recognized in the 25th frame, the 33rd frame,
that is, P;(dist(r;,r;_,,)) = 1. Fig. 5(a) and (b) show the con-the 41st frame, the 49th frame, the 58th frame, the 67th frame,
ditional probability distributions for the leg state 1 with differenthe 78th frame, and the 103rd frame, respectively. We can see
sensitivity levels for detecting the movement of the left leg. Bthat all decisions are made when tposterioriprobability of
adjustinga in (5) to control the sensitivity for detecting pointthe selected leg state is larger than 0.5.

movement, it can be seen that the area for supporting that the

left leg being stationary in Fig. 5(a) with = 5 is smaller
than that in Fig. 5(b) withy = 20; that is, a smaller value of
« is more sensitive for detecting the movement of legs than aTo know the performance of the system, each of the control
larger one. Fig. 5(c)—(h) are the plots of the conditional prolsommands was repeatedly issued 100 times to test the proposed
ability distributions for the leg states 3, 4, 5, 6, 7, and 8, resystem. The result is shown in Table VIl and the recognition
spectively. They show that the regions for supporting the legsriate is 97.8%. In addition, about two minutes of operation was
those leg states are along the desired directions of those stpggformed to test the long-term performance of the system. The
As a consequence, the definitions of the conditional probabilisyatistics of the operation is shown in Table VIII, and the recog-
distributions in Table IIl coincide with our expectation. Fig. Gition rate is 96.3%.

B. Performance Evaluation
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Fig. 6. A plot of thea posterioriprobabilities of the leg states over 103 frames where the leg states with piogterioriprobabilities are not shown, where (a)
to (g) are for the leg states 1, 3, 5, 7, 9, 11, and 13, respectively.

TABLE VII
RECOGNITION RATES FOREACH OF CONTROL COMMANDS
command | recognition rate | command | recognition rate
<start> 100 <move left> 97
<stop> 100 <move right> 98
<walk> 98 <turn left> 98
<jump> 100 <turn right> 97
<forward> 97 <left kick> 95
<backward> 98 <right kick> 96

C. Discussions

of moving the leg sideways especially when the user does not
face the camera.

Since the control commands are recognized from a sequence
of leg states, erroneous recognition or missing of leg states may
lead to failure of the subsequent recognition process. However,
we find that if the state parameters are still correct, then the
system can be back to normal after the user stands still (i.e.,
the state of the user’s legs is 1) for a few frames. The reason
is that based on the correct state parameters, it is possible for
the Markov process to recognize the leg states in those frames
correctly, and thus the Mealy machibd; will be back to the
stateq;, which is the beginning state &1; when the system
switches from theeady modedo therunning modeaccording
to state transition table of the Mealy machilg;. Neverthe-
less, once the state parameters are incorrect, the system may
suffer in an error loop. A simple scheme for the system to
recover from the error is to “reset” itself; that is, the system

Two types of errors are found in the experimental results. Tiperforms the steps of switching from timeady modeto the
first type of error is missing the control command issued. Threnning modeto re-initialize its parameters. Accordingly, in
other type of error is incorrect recognition of the control conthis study, a simple module for the system to recover from the
mand. From the experimental results, we found that most of teor can be easily added by employing the technique described
errors were coming from the first type of errors. A commoin Section IlI-E to check whether the user keeps stationary with
error source for the two types of errors is the failure in detectingio feet close to each other for a certain seconds. That is, in the
the color bands due to sudden change of illumination or seriousining mode once the system finds that the user keeps sta-
shadow effects. In addition, the first type of errors can be alsionary with two feet close to each other for a certain seconds,
caused by fast or inapparent movement of a user, and anotersystem will automatically reset itself. Thus, if the user finds
possible error source for the second type of errors is that the Htat the system malfunctions, he can stand still for a while to
tion of moving a leg forward may be confused with the actiorecover the system.
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TABLE VIl
EXPERIMENTAL RESULTS FORLONG-TERM TEST
command | no. of times | recognized | command | no. of times | recognized
issued issued
<start> 1 1 <move left> 10 10
<stop> 1 1 <move right> 10 9
<walk> 46 45 <turn left> 10 9
<jump> 5 5 <turn right> 10 10
<forward> 2 2 <left kick> 5 5
<backward > 2 2 <right kick> 5 4
VIl. CONCLUDING REMARKS [6] H.J.Leeand Z. Chen, “Determination of 3D human body postures from

A vision-based human—computer interaction system must be
low-cost, real-time, and robust to the change of environment”
[4]. In this study, a vision-based human—computer interaction
system is developed on a commercial PC to allow a user tdl
communicate with the computer by issuing defined control
commands via his legs. In the proposed system, only a singlg9]
camera is used and no special hardware is required. By tracking
the color bands on the user’s feet, the leg motion can be mogg,
eled by a first-order Markov process, and thus the recognition
of leg states and the update of state parameters can be done
in a systematic way. In addition, a method to learn the proba 1)
bility transition table for the Markov process is also proposed.
To continuously recognize the meaning of a sequenceofleg2
motions, Mealy machines are adopted in this study. Since the
transition function of a Mealy machine is deterministic, the
response time of the system is short. In addition, by using th
output function of a Mealy machine to yield recognized con-
trol commands, the implementation of the proposed approach“l
is straight-forward and simple. To adapt to color change of;s;
the marks because of the variation of illumination and shadow
effects, a simple method is also proposed to adjust the coldt®!
models of the marks. The frame rate of the proposed system js7]
14 Hz and the experimental results show the feasibility of the
proposed system. [18]

[19]
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