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User Adaptive Handwriting Recognition by
Self-Growing Probabilistic Decision-Based Neural
Networks

Hsin-Chia Fy Member, IEEEHung—Yuan Chang, Yeong Yuh Xu, and H.-T. Pao

Abstract—t is generally agreed that, for a given handwriting long as a sufficient amount of training data is available to ob-
recognition task, a user dependent system usually outperforms a tain user-dependent models. When the amount of user-specific
user independent system, as long as a sufficient amount of training training data is limited, however, such a performance gain is not
data is available. When the amount of user training data is limited, T ! .
however, such a performance gain is not guaranteed. One way to guar{:m.teed. One way to |mpr.0ve t_he performance is to make use
improve the performance is to make use of existing knowledge, con- Of €xisting knowledge, contained in a database from a rich mul-
tained in a rich multiuser data base, so that a minimum amount of tiuser pool, so that a minimum of additional amount of training
training data is sufficient to initialize a model for the new user. We  data is sufficient to initialize a recognition model for a new-user.
mainly address the user adaption issues for a handwriting recog- gch g training procedure is often referred to as user adaptation

nition system. Based on self-growing probabilistic decision-based . . . .
neural networks (SPDNNS), user adaptation of the parameters of (UA) when the prior knowledge is derived from a multiuser data

SPDNN is formulated as incremental reinforced and antireinforced  Set.

learning procedures, which are easily integrated into the batched  User adaptation can be formulated in a number of ways, in-
training procedures of the SPDNN. In this study, we developed 1) cluding 1)user transformationin which a well-trained model

an SPDNN based handwriting recognition system; 2) a two-stage ¢ gne yser is converted into a model for a new user using a

recognition structure; and 3) a three-phase training methodology L . .
for a) a global coarse classifier (stage 1); b) a user independent,s‘ma”_amount O,f user-specm-c training datau@pr adaptation,
hand written character recognizer (stage 2); and c) a user adap- iN Which a multiuser model is adapted to a new user who pro-
tation module on a personal computer. With training and testing vides specific training data; and B)cremental adaptationn

on a 600-word commonly used Chinese character set, the recogni-which user-specific training data are acquired over time, and the
tion results indicate that the user adaptation module significantly user-dependent model is adapted incrementally every time new

improved the recognition accuracy. The average recognition rate training data i ired. H f . tal adapt
increased from 44.2% to 82.4% in five adapting cycles, and the raining data 1s acquired. Here we focusinoremental acapta-

performance could finally increase up to 90.2% in ten adapting cy- tion for neural-network character recognizers.
cles. In this paper, we propose a three-phase training method-
Index Terms—Decision-based neural networks (DBNNS), ology for a two-stage handwriting recognition system. The

handwriting recognition, self-growing, self-growing probabilistic  three-phase training is designed for 1) a global coarse classifier
DBNN, supervised learning, user adaptation (UA). (stage 1); 2) a user independent handwritten character recog-

nizer (stage 2); and 3) a user adaptation module. In particular,
a self-growing probabilistic pattern recognition decision-based
neural network is proposed to implement the kernel of the pro-
DAPTIVE learning of neural networks for handwritingposed personal handwriting recognition system. We present an
recognition is of great interest for both theoretical angM algorithm based batch and incremental learning procedures
practical purposes. Adaptive learning techniques have been f&p- obtaining the self-growing probabilistic decision-based
plied to both online or offline handwriting recognition to handlgeural networks (SPDNNs) parameters. Two features of the
situations not seen or dealt with during the batch training phaSRPDNN make it suitable for implementing not only in personall
This includes effects due to varying writing tools, writing styleshandwriting recognition systems, but also in other adaptive
and sizes of characters. In this paper, we focus on adaptigtems. These features are the following.
learning techniques for incremental training data. It is general . aArchitecture Feature:SPDNN adapts the modular one
agreed that, for a given recognition task, a user-dependent (UD) (|ass in one network (OCON) structure, which devotes
system usually outperforms a user-independent (Ul) system, as gne of its subnets to representation of a particular

character. This kind of structure is beneficial not only

Manuscript received June 18, 1999; revised June 22, 2000. This work was  TOr training and recognition performance, but also for
supported in part by the National Science Council under Grant NSC 87-2213-  hardware implementation.
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or incremental Iear_n_lng (cf. Section 111-B3) pro- Of‘gm.al documents D T
cesses], the recognition system can adapt a perso #3& Preprocessing Coarse Comee
handwriting style. A centralized system, in contrasi "’?ﬁ and Feature ™ Classifier Classifier
would have to include global updating. Extraction database
2) A distributed computing principle is adopteEor ¢
example, the number of total characters in Chines
is very larget thus, the computing hardware re- Character Character
quirements for recognition system are greater. Dt Recognizer
to its modular architecture, an SPDNN-based cha
acter recognition system is relatively easy to imple
ment on parallel computers.
» Performance Feature:The discriminant function of Personal
SPDNN is in a form of probability density. This yields Adaptation
. . Module

an effective adaptation process and very accurate rect

nition. In addition, by applying the proposed persone

adaptation process, the system recognition performar

can be improved from 44.2% to 90.2% in ten adaptiv FHRE AR

learning cycles (cf., Section IV-C). Recognition results

The Orgamzatlon of this paper IS as fOIIOW'S:' In SectIOh.ll‘;ig. 1. System configuration of the personalized handwriting recognition
an overview of an SPDNN-based handwriting recognitiogystem. The handwriting recognition system acquires images from a scanner.
system is presented. The structural properties and |eami1ﬁ§ coarse classifier determines an input character image which will be one of

. . . . € predefined subclasses. The character recognizer matches the input character
rules of SPDNN are described in Section Ill. In Section I\a;ithareference character. The personal adaptive module learns the user’'s own

the implementation of a two-stage handwriting recognitiofriting style so as to enhance the recognition accuracy.
architecture and three phase learning methodologies are intro-

duced first, and then the recognition performance of each staggsgnition are performed interactively in some character
in the proposed SPDNN system are described and discussgfognition systems. Since handwriting recognition is already
Conclusions and future works are given in Section V. a complicated problem, interactive segmentation-recognition
usually slows down the overall processing speed. Thus, iterative

Il. SPDNN HANDWRITING RECOGNITION SYSTEM rule-based character segmentation [2] is applied to divide up a

An SPDNN-based handwritten Chinese major hybrid chaphole page of noncursive handwriting into a stream of char-
acter recognition system is being developed in the Neu@gter images. Basically, this method uses some heuristic rules to
Networks Laboratory of National Chiao-Tung University.Combi”e several nearby isolated stroke images into a character
The system configuration is depicted in Fig. 1. All the majdfage. The binary images of a handwritten character are then
processing modules, including preprocessing and feature B@ssed through a series of image processing stages, including
lection modules, a coarse classifier, a character recognizer, &q¢ndary smoothing, noise removing, space normalization,
a personal adaptation module, are implemented on a persdi¥ Stroke thinning operations. _
computer. Feature Selection:In general, a desired feature for character

The system built upon the proposed SPDNN model has bd&gognition purposes should partition a character space with
demonstrated to be applicable under reasonable variationsSgell domain area for each class and a large center distance be-
character orientation, size, and stroke width. This system aR¢en classes. Based on this concept, we propose an evaluation
has been shown to be very robust in recognizing charactsferion,feature index), to indicate the separation capability

written using various tools, such as pencils, ink pens, markif§ @ feature vectox

pens, and Chinese calligraphy brushes. As to the processing c
speed of the prototype system, the whole recognition process Z (m; —m)T(m; —m)
(including image preprocessing, feature selection, and character  j/,y _ Drner _ =1
recognition) consumes approximately 0.14 s/character on a Dintra A
Pentium-lI-based personal computer, without using a hardware Z Z (2 — ma)* (z; —mi)
accelerator or coprocessor. i=1lj=t
where

A. Image Preprocessing and Feature Selection c number of classes;

Image PreprocessingAfter a binary image of a page of 7 number of data in class
handwriting is obtained from a scanner, it is then ready for m mean of all classes;
character segmentation. Character segmentation of cursivé: mean ofith class;

handwriting is a very difficult task; thus, segmentation and Dmwa  intraclass distance;
Digter interclass distance.

IMore than 10 000 Chinese characters are used, and the number of comerWoth Simp_le mathemat.ical deriv?-tion’ we can E)rove that the
or daily used characters is reported to be 5401. feature index is mathematically equivalent to Devijver’s[3]
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feature index, which is well known for its merit of computa-
tional simplicity for various pattern recognition applications. LN Yt B

Y
™

1

By evaluating thedeature index/ on most of the well-known L ) i Y &
features, we can select features with high index values, su| Y N 3 L~ _gn
as thecrossing coun{CCT), belt shape pixel numb&BSPN), ;. =] T PR i . ! _j’ﬁ
and stroke orientation featur¢STKO), as candidate features 1 ! ) 7

for the proposed character recognition system. Features such *__ m‘

the crossing coun{CCT) represent the stroke complexity ofa ' » ' m ' w2 I = AL L

character image. As shown in Fig. 2(a), a normalized charact  (a) CCT feature values (b) BSPN feature values

image is scanned horizontally and vertically. For each scanned

line. the number of transitions from a white pixel (0) to a blackig- 2. Extracting the CCT and BSPN features of a Chinese character. (a) The
. . . .. istograms below and to the right of the character image represent the number

pixel (1) is calculated and d_ep|Ct3d in histogram form below angl;ero to one transitions in each horizontal and vertical scan line. The number

to the right of the character image. In order to reduce the numlegach partition block represents the total number of zero to one transitions in

of feature values. each histogram is partitioned imtalocks each block area. (b) Similar to CCT, the BSPN histograms represent the number

' L. . ' of pixels in each horizontal and vertical scan line. The number in each partition

and the number of zero to one transitions in eqc;h block is th@hesents the total pixels in the corresponding block.

calculated and used as a feature value. In addition, the number

of one to zero transitions can be obtained in a similar mann

Thus, atotal of % 2 xn feature values of CCT are collected for Z ;

each character image. In order to represent the pixel distributi
of a character pattern, BSPN counts the total number of pixe
in each horizontal and vertical partition. As shown in Fig. 2(b)
the histograms below and to the right of the character imaq @1 textimage (®.2) smoothedimage  (a.3) thinned image
represent the number of pixels in each horizontal and vertic
scan line. Similar to CCT, each histogram of BSPN is also pa
titioned inton blocks, and the number of pixels in each block

(a) textimage and preprocessed image

. . o . f"_-_—.-._.- N
represents one of the feature values of BSPN. Considering bc |, ’ . g T )
horizontal and vertical scan lines, there arefeature values ! o ' S St anl R
in total. In [8], Kimuraet al, proposed the directional code |+* f'\ e PV gt NN

histogram, which was successfully used for Chinese charac
recognition. By simplifying their feature selection process, th .1) vertical (b2) a6° {6.3) horizontal {b.4) 135°
STKO feature can be selected by dividing a characterimage ir
nxn square partitions and counting the number of line segments
in four quantized directions £0 45°, 90°, 135’), as shown in Fig.3. Preprocessing and STKO feature extraction of a Chinese character.
Fig. 3.

{b) STKO features of four directions

Partition of a Character Image:The partition number. in TABLE |
the previous discussion of feature selection is decided based INDEXES ANDDIMENSIONS OF THESELECTED FEATURES
on the feature indexX. By computing the index valué¢ of a Number | Ave. No. of | Traiming | Testing
type of feature witn being from two to ten, we can select the of coarse | characters | Accuracy | Accuracy
smaller partition numben, which corresponds to the highest e e TS

index valuel. Table | lists the selected feature sets, ithdex

values, and their associated partition siz€or the selected fea- N

tures, CCT, BSPN, and STKO, the desired partition numbers &re Character Recognition

four, six, and 16, respectively. Without referencing the feature The design of the character recognizer is based on the

index (I), a proper partition size of will be determined based SPDNN model. One SPDNN character recognizer is con-

on full implementation of the recognition system for each featructed for one coarse class. When a character image is

ture with various sizes of, which will be very computer time identified as being in one of the coarse classifiers, it is then sent

consuming due to the large amount of training data involved.to the corresponding character recognizer. The feature used to
perform character recognizer is different from the feature used
by the coarse classifier. The CCT feature is used by the coarse

B. Coarse Classification of Input Characters classifier because of its small dimensionality and, thus, lower
computational complexity. As far as the BSPN and STKO

Since there are as many as 5401 commonly used Chinége concerned, these two features provide better separability

characters as well as 62 alphanumerics and symbols in a G¥tween characters in a coarse class.

nese majored hybrid-language handwritten document, it is de- o »

sirable to perform coarse classification to reduce the numbertef Personalization of the Recognition System

candidate characters for thiaracter recognitioprocess, soas Most of the recent reports on handwriting recognition sys-

to improve the overall recognition speed and recognition acdems claim benchmarking recognition performance higher than

racy. 90%. However, when these systems are applied to personal
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Recognition Result conference proceedings, technical journals and WWW
{} sites, we were not able to find any performance test re-
MAXNET | ports on multilinguistic handwriting. We, therefore, pre-

pared combined database that combines the CCL/HCCR1
and CEDAR [6] databases. The training and testing data
sets for the Chinese character part were selected in the
same way as stated before. The CEDAR database contains
various styles of handwritten alphanumerics, which were
lifted from address blocks on envelopes from the United
States. Among the data, 4000 alphanumerics were used
for training and 2000 for testing.
T 2) Run-Time Training Data GeneratioBuring the personal
Ax\@,.8) Wxie.8) Azl 8) Are 8) Axe,.8) adaptation phase, the SPDNN based system also gener-
o 0 0 ates run-time training data. If the SPDNN falsely rec-
4 4 ognizes a character, then this particular character will
f ! f ! f be used to train the corresponding two subnets, i.e., an-
Class(1) Class(k) tireinforced learning on the false subnet and reinforced
} learning on the supposed subnet. In the meantime, the
system issues the current TOP 10 recognition candidates
ﬁ to the user and asks the user to write these characters as

the training data to further improve the system perfor-
Input Character Features mance.
() : likelihood type - log operator

r(@le)

Fig. 4. Schematic diagram ofiaclass SPDNN character recognizer. Ill. SELF-GROWING PROB&?#@QEKDECISION-BASED NEURAL

freehand-writing, their recognition accuracy is usually betwe?/g}?;tzrggjns;?ag'géjr’;hfeg\r/gff [Sf]d[g]P?rl]\:ge'fe:r:ﬁ] \g g;:ggés
0, 0 ’ .
40% and 50% [5]. Hence, we suggest a personal adaptat%rF proposed in SPDNN: When each subnet is initialized with
recognizer in order to adapt to the user’s own writing style. Thoinetclustser (tgee ﬁleg'gn I:L'B'l) (?[r IS sel{-grovtvhn with a n_ewd
parameters or the decision boundaries of the correspondf el (Section 1Il-B-2), the system enters the supervise
rning (SL) phase. In the SL phase, teacher information

subnets in the SPDNN are modified according to the propos: dt inf tireinf the decision boundari
incremental learning EM algorithms (Section I11-B3). Wherp, Us€d 1o reinforce or antireinforce the decision boundaries

more and more freehand-written characters are presente %alned dgrlng thellr.ntlallzatlon or self-growing stages. When
hg supervised training process proceeds very slowly or is

the system, the SPDNN recognizer gradually learns the user . . e .
y - 9 9 Y trapped in a paralysis state (local minimum), but the classifi-
personal writing style. X .. . 4
cation or recognition accuracy is not at a satisfactory level, the
training process enters the self-growing (SG) phase. In the SG

E. Training and Testing Character Data Generation phase, an SPDNN creates a new cluster in a subnet according

A modern handwritten document usually contains charactdfsthe proposed SG rule. Then, the training process enters the
of hybrid languages. For example, a primarily Chinese hangipervised learning phase again. The batch learning procedure
written draft usually includes some alpha-numerical charactet@minates when the training accuracy reaches a predefined sat-
In this section, we present two main aspects of the training aigéction level. The system enters the thindremental learning

testing data generation scheme for the hybrid-language haRfiase (Section I1l-B-3), when a user corrects misclassified or
writing recognizer. misrecognized characters. In this learning phase, the system

gradually adapts to the user’'s own personal handwriting style.
detailed description of the SPDNN model is given in the
llowing sections.

1) Database Character Sein order to assure sufficient di-
versity of Chinese handwriting styles in the training ana
testing sets, we use the CCL/HCCR1 [15] handwritingo
database for benchmark comparison. The CCL/HCCR1 = = | )
database has been used by several handwriting rec6y-DPiscriminant Functions of SPDNN
nition research groups [2], [4], [10]. The CCL/HCCR1 One of the major differences between multivariate Gaussian
database contains more than 200 samples of 5401 freural networks (MGNNS) [7], [9] and SPDNN is that SPDNN
quently used Chinese characters. The samples were @itends the fixed number of clusters in a subnet of MGNN
lected from 2600 people, including junior high schoadlo a flexible number of clusters in a subnet of the SPDNN.
and college students as well as employees of ERSO/ITRhat is, the subnet discriminant functions of SPDNN are de-
Half of the randomly selected samples of each charactgned to model the log-likelihood functions of different com-
are used for training, and the other half of the sampl@dexed pixel distributions of handwritten characters. Given a set
are used for testing. When we searched through majafrindependently identically distributed (i.i.d.) patterks™ =
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{z(t);t =1, 2, ---, N}, we assume that the likelihood func-B. Learning Rules for SPDNN

tion p(x(#)|w;) for classw; (i.e., a character class) is a mixture 1) Supervised Learning in Each Subn@ince the number
of Gaussian distributions. .. of clusters in a subnet of an SPDNN can be adjusted in the
Define p(x()|w;, ©,,) as one of the Gaussian distributionge|t.growing phase, each subnet is initialized with one cluster.

which comprisq;(a:(t)|wi),Wh_ere®,,z. represents the parameteig nnose thaK; = {x;(1), -, x:(M;)} is a set of given
set{y,, 3} for a clusterr; in a subnet training characters, which correspond to one of fthelasses
{w;, =1, ---, L}; the mean:; and covarianc&; of the first
R, cluster in subnet can be initialized as
p(x(t)|wz) = Z P(@Ti wz)p(x(t)|wz, @ﬁ') 1 M;
=1 i = M z_: Xz(m) (4)
whereP(©,. |w;) denotes the prior probability of the cluster m=1 v
By definition, Zf;l P(©,,|w;) =1, whereR; is the number 1 -

= M1 > (xi(m) = pa)(xi(m) — p)*. (5)

m=1

of clusters inw;.
The discriminate function of the multiclass SPDNN models
the log-likelihood function During the supervised learning phase, training data
are used to fine tune the decision boundaries of each
class. Each class is modeled by a subnet with discrim-
p(x(t), wi) = log p(i:(t”“’i) inant functions, ¢(x(¢), w;), i = 1,2,.--, L. At the
~ log Z PO, Jon)p(x(t) s, ©1.) beginning of each supervised learning phase, use the
;=1

@) still-being-trained SPDNN to classify all the training characters
Xj— = {Xi(l), Xi(2), ERIIN Xz(Mz)} for: = 1, ERIIN L. xz(m)

wherew; = p., ., P(O, is putinto classy; if ¢(x;(m), w;) > o(x;(m), wg),VEk # 1,

threshold of the subnet ’ andy(x;(m), w;) > T;, whereT; is the output threshold for
In most general formulations, the basis function of a cIust@Ebneti' According to the classification results, the training

should be able to approximate the Gaussian distribution witfF3aracters for each classan be divided into three subsets:

full rank covariance matrix, i.ep(x, w;) = —(1/2)xT' 3 1x, * Dy = {xi(m); xi(m) € w;, x4(m) is classified inta;

whereX,, is the covariance matrix. However, for applications  (the correctly classified seft)

which deal with high-dimension data but a finite number of * D2 = {xi(m); x;(m) € w;, x;(m) is misclassified into

training patterns, the training performance and storage space re- another class; (the false rejection sejt)

quirements discourage such matrix modeling. A natural simpli- * D5 = {x;(m); xi(m) € w;, x;(m) is misclassified into

fying assumption is to assume uncorrelated features of unequal Cclassw; (the false acceptance spt)

importance. That s, suppose thék(t)|w;, ©,. ) is aD-dimen- The following reinforced and antireinforced learning rules [9]

"

sional Gaussian distribution with uncorrelated features: are applied to the corresponding misclassified subnets

w;), T;}. T; is the output

Reinforced Learning:

p(x(®)lwi, ©r,) , wi"™ ) = w(™ 4y Ve(xi(m), wi). (6)
_ 1 exp 1 )y (za(t) = pria)? @) Antireinforced Learning:
- D/2 1/2 2 m m
@mPRZ, Y 245 T wi Y = wi™ — Ve (xi(m), w;). ()
wherex(t) = [x1(t), xa(t), - -+, xp(t)]" is the input pattern,  In (6) and (7)sis a user defined learning rate, where 1 <
for: = [ftrs1s B2, -5t 0] is the mean vector, and diagonall. For the data seb, reinforced and antireinforced learning
matrixX,, = diag[oZ.,, 0Z.,, -+, 02 p]isthe covariance ma- are applied to classes andw;, respectively. As for the false

trix. As shown in Fig. 4, an SPDNN contaits subnets which acceptance séb%, antireinforced learning is applied to class
are used to represent/a-category classification problem. In-and reinforced learning is applied to class to whichz;(m)
side each subnet, an elliptic basis function (EBF) serves as tiidongs.

basis function for each clustey The gradient vectors in (6) and (7) are computed as follows:
N dp(xi(m), w;)
<P(X(t)7 Wi, 67‘i) = _% Z arid(xd(t) - N7‘id)2 + 97‘i (3) aﬂmd wi:wgﬂ
=1 = 0P m) - all) (wialm) = u)) ®)
where 6, = —(D/2)In2r + (1/2)3,In ayq. dp(xi(m), w;)
After passing an exponential activation function, Oy, g wimw @
exp{p(x(t), wi, ©p,)} can be viewed as a Gaussian ' )
distribution, as described in (2), except for a minor notational — h(j)(m) L (x (m) — /ﬂ)) (9)
change: _ 42 i 2| ,@ id rid) |-
ge'l/aﬁ'd - arid' Oérid
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By applying the EM algorithm [17], the intermediate parametes; ando; be the output ok from classw; and classv;, re-

hf{)(m), can be computed as follows: At each epgch spectively. According to the retrieving scheme of the proposed
PG ) o SPDNN, if o, is_larger than or gqual to;, the retrieving re-
KD (m) = (O, jwi)p ) (xi(m)|wi, Or) ] sult for the training charactex still could be wrong. Thus, as
! i , , shown in Fig. 5(a), the best position for the center of the new
Z PU(Og, |wi)pD (xi(m)|wi, O, ) cluster should be located at i.e., 9 = x, so that the class
ki=1

with the new cluste®’, will generate the maximal output for
Also, the cluster prior probabilitie®(©,. |w;) can be updated the training charactet. To determine the covariance math,
by we first letX = oI, and lets be a positive constant (to be de-
termined). As shown in Fig. 5(b), if the of the new cluste6,

_ 1 (J) is not properly determined, then(x), the output of class;
i Jwi) = Z ho; (10) with the new cluster, is the largest output of all the classes’, but
this output may still be smaller than the outpyitx) of a class
where M; is the total number of training samplas(m). To w,. In other word, cluste®;, is still overwhelmedby cluster®;,
update the meap,., and the diagonal covariance matlk.,, whereyn; andX; are the center and covariance of clugger
we apply the gradient ascent approach To prevent th@verwhelmingproblem, Fig. 5(c) presents a prop-
erly initiated new cluste®’. The following two constraints are

p(j+1)(@1

m=1

Np; CE
(1+1) —u(’) ‘e, Z h(f) Tl(j) [Xi(m) B u(!j)} suggested for a proper initial value of
T ND 17- T IS )
2 m=1 ( )_ P(®J|w1) _1 Z .Td ) I
T P T 2 L K
Z ) (m) 5 t0) [X‘(m) _ u(i)} d=1 r;
Dy m=1 ji ' " < O‘(X) — M . (13)
(11) ' (2ro)Pr2 =7
Npi P(@0|UJZ) 1 D (xd(t)_ur-d)Q
K . ]_ ]_ 2 . K (s 07(I’L) = — exp —— R R Rt + C;
B =S+ 5 X M) (B (m) = B20) P = (g2 32 2,
T P(6;]w))
Moy ' ' <oj(u;) = W i (14)
S G S W (m) (HD (m) — 5719 J

Npi 121 whereP(0y|w;) andP(0;|w;) are the prior probability of clus-

(12) ters ©. and ©;, respectively.; and ¢; represent the partial
output of classes; andw; from the clusters other tha®;
and®; atx. ¢; ande; are the partial output at; of the clus-
ters other thar®; and®,. The prior probabilityP(O¢|w;) of

, , , T ' cluster®’ can be initialized a$s /7;) P(©;|w;), wherez; =
HY (m) = £ [Xi(m) - uff)} [Xi(m) - l%(f)} =90 (g, )E ¥ oy, inwhiche,, is the variance of cluster; in

o classw;. Sincee;,¢;, ¢;, ande’;, are very small ak andy;, they
Threshold Updating: The threshold valufl’; of a subnet are ignored in the followmgr estimation.

1 in the SPDNN recognizer can also be learned by means o hese two constraints imply that clustef and cluster®;

reinforced or an_tlremforced learning rules. will not overwhelm each other. To satisfy (13),is initialized
2) Self-Growing a New ClusterThe network enters the self 33 to be less than

growing phase when the supervised learning reaches a saturate

learning state but with unsatisfactory classification accuracy. In (©;]w;) 2/(D-2)

other words, the whole training set has been presented a few <m) :

times, the train status (especially the recognition accuracy) re-

mains unchanged or unimproved, i.e., the training process fallsen,s can be iteratively decreased by a small valu@® <

into a local minimum. To escape from the local minimum, an < 1) until (14) is satisfied; the final value efwill be a proper

extra cluster is needed in order to reshape the energy distrimitial value for the new cluste®;.

tion of the current SPDNN. It is suggested that the new cluster3) Incremental Learning for User Adaptatiorin this sec-

be created from the subnet which caused most of the misclasgin, we propose an incremental learning algorithm to further

fications during the recent supervised learning processes. Wiiae-tune the decision boundaries of an SPDNN algorithm for

a new cluster is created, its initieénterandcovariancevalues personal handwriting recognition. The SPDNN algorithms in-

should be properly determined; otherwise, poor classificatioroduced in previous sections are based on batch learning; that

will result. is, the parameters are updated after all the data from the char-
Assume that a training charactercorresponding to class; acter databases are considered. The incremental SPDNN algo-

is presented to an SPDNN classifier: the clugteris in class rithm learns the parameters of the SPDNN from the presentation

w;, and the cluster (s&®,) is in the class,; which corresponds of a user input patters; (). At the beginning of the incremental

to the largest response among the classes otherdhabet learning phase, we use the batch-trained SPDNN to classify the

where(, and(, are user-defined positive learning ratéx%;-
andNp; are the number of charactersi, and D3, and
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o C% = {x;(n); x;(n) € w;, x;(n) is misclassified into
other classv; (the false rejection sef)

e Ci = {xi(n); xi(n) € w;, x;(n) is misclassified into
P(x|®)) classw; (the false acceptance skt)

As proposed by Jordan and Jacobs [7], by replacjag with
n(N) and inserting the decay terrﬂsj\

nt1A(s),into (11) and
(12), we can convert these two batch learning equations into
their incremental learning forms

i Nei
2 2
(J+1) _N(J) + ¢ NC” Z H A(s)
n=1 s=n+1
Neg
B ()0 [xi(n) — 12| = Gun(Ne) S
n=1
~
P . LA
(xlaf,) :.' L ) H A(s h,(,f) (n)S: 1(1)[ A(n )_ug)}
P(x|low ):' ' s=n+1
\ (15)
NS Neg Ny
wd / \ U =30 + GnNep) Do | TT M) | 2 ()
/ "‘ n=1 s=n-+1
a;(Ug) A-g- 5 .
. J \10...'(“10) \ ACZS
Ho-x0 (H<,>( )= B0 - Cn(Ngy)
(b) n=1
H A(s h(J) )(H,(J)(n) 2;1(1'))
:E' s=n-+1
P(xlwi}) (16)
- The parameteh(s) €

[0, 1] is a decay parameter, which is in-
troduced to forget the effect of the old posterior values obtained
él(ﬂj)

by employing the earlier inaccurate batch learning metth
andN; are the numbers of characters@l andC%, respec-

(@) Supposa( ) € w;; sinceo; (x (t)) is smaller tharv; («(t)), x(t) is not

tively. n(NCZ) and7n(N¢; ) are the normalization coefficients,
and(, andg}, both play a role like that of the learning rate for

each incremental step. Since the latest training character should

not decay due to its effect on the posterlor values, in (15) and
Example of creatmg a new cluster in a mixture Gaussian dlStrIbutIOH

N,
(16) wherm Ngi orn = Neg, we set[ [,z A(s) = 1or
correctly classified. A new clustéd’ is needed inv;. (b) The new cluste®’,

is overwhelmed by the clust€;; i.e.,o;(x(t)) is still smaller tharv;(
(c) Through proper initialization gt o, o¢, andP(O |ws),

i1 A(s) = 1, respectively.

The incremental learning of the mean and variance of (15)
(2(1).
), the new cluste€~)’
can sufficiently support class;, such thab; (x(¢)) is Iargertham (x(t)), and
0;(;) is smaller tharv; (1 ;)

user input handwritten characterg(n) for n

and (16) are performed after al characters are recognized,;
however, some of them may be misclassified. Hence, the system
needs to keep a record of the feature values of all the misclassi-

fied characters. Suppose one would like to update the mean and
=1,---, N,

following sequential algorithm is suggested

variance after each instance of misclassification is corrected; the
where/ is the number of testing characters and the input char-suppose the covariance matrix is in a diagonal form; one can
acterz;(n) is assumed to be in class. According to the clas- formularize the sequential updating algorithm as follows
sification results, each input character can be classified into one
of the following three categories sy
« O = {x,(n); xi(n) € w;, x;(n) is classified intav; (the Hord
correctly classified se})

/3("4'1)

= 1) £ QAR
=87 £ ¢A8T),  forl<d<D.

fori<d<D (17)

(18)
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According to the theorem and lemma presented in the Appendix, Input Character Features

we letM(n) = (8" (@i(n) — p" DAY and f(N) = pepg I

Au,(,?). Then, the incremental updating termﬂ,(,?), can be de- STKO l

rived as follows: Clustering Network gﬁ;‘:;“

ARV
\ ¥ Handwritten

h 4 g-
| SPDNN SPDHN| » « « &« | SPDNN | character
.. recognizer
Similarly, we let I g

MAXNET
M(n) = <% </31(n;_1) - (Xi(n) - u,(,?l))2>> ™ 4

Final Recognition Results

Apl) = (1 = n(n)) Aulr=Y
+ () (800 (xi(n) = w0 ) YA, (19)

— (n).
and f(N) = ABy,”; then Fig. 6. The architecture of our SPDNN based two-stage handwritten character

recognition system.

ABT = (1 —n(n)ABIY

1 1 n-1)\? n) TABLE I
+ n(n) 2\ atn—1) — (xz(”) — My, ) hm : THE TRAINING AND TESTING RESULTS OF COARSE CLASSIFICATION
e ON THE CCL/HCCR1AND THE CEDAR DATABASES. HALF OF THE
(20) CHARACTERS (EVEN NUMBERED) IN EACH OF DATABASES WERE USED FOR
TRAINING AND THE OTHER HALF (ODD NUMBERED) OF THE CHARACTERS
) ) . . WERE USED FORTESTING
i’ andgy,’ are the mean and variance obtained throughout

the previous batch learning of SPDNN. Number | Ave. No. of | Training | Testing
of coarse characters Accuracy | Accuracy
class in a class
IV, THREE PHASE TRAINING IN SPDNNFOR HANDWRITING 61 516 %99 % 99.8%

RECOGNITION

Based on SPDNN and its learning rules, the architecture Bf Phase Two: Batch Training in Character Recognition
the proposed multistage SPDNN handwriting recognizer Wasyy, o gasign of the character recognizer is also based on

designed as shown in Fig. 6. the SPDNN model. For d-character recognition problem,
an SPDNN character recognizer consists 6f subnets. A
subneti in the SPDNN recognizer estimates the distribution
In order to achieve balanced recognition performance inc the patterns of charactéronly and treats those patterns
multistage recognition system, the coarse classifier needswtbich do not belong to charactéras “non” patterns. The
maintain very high accuracy (e.299.9%). Although this is a combined features, such as CCT, BSPN, and STKO, are used
difficult task, we use th&CT feature and thd(-means algo- in the SPDNN character recognizer. The parameters of each
rithm to initialize a set of SPDNN'’s for the coarse classifier. Theubneti are initialized with one cluster according to (4) and
K-means method adjusts the center of a cluster based on (e Then, the decision boundaries of the subnet are fine-tuned
distancd|z — 1;|| of its neighboring patterns. One limitation according to the reinforced and antireinforced learning rules,
of the K-means algorithm is that the number of coarse class&s shown in (6) and (7). Suppose that one cluster in a subnet
needs to be decided before training. An alternative is to use thenot sufficient to represent the complicated distribution of a
self-growing (SG) algorithm, as discussed in Section llI-BZharactet; then, the self-growing and supervised learning rules
By applying the SG algorithm, a new class is splitted up fromre applied to create a new cluster. During the testing phase,
an existing class when an input character pattern is determireath of the subnets corresponding to the candidate characters
(by a vigilance test) to be sufficiently far away from the existingwhich are included in the cluster that is selected by the coarse
classes. Therefore, by using tt&-means algorithm, we can classifier) produces a score according to its discrimination
initialize the number of classes in the proposed coarse classifienction ¢ (x(¢), w;). The subnet which produces the highest
to 20, where each contains 3000 characters on average. Thseoye is the winner, and its corresponding reference character
by applying the SG algorithm, larger classes can be split, susttaken as the recognition result.
that the target number of characters in each coarse class is le§avo experimental results from the SPDNN character recog-
than 5004+ 50. By applying the two public databases suggest@izer will be discussed. The first type of recognition experiment
in Section II-E, we can train the proposed coarse classifierivere performed on the CCL/HCCR1 [15] handwriting data-
order to achieve our goal. The training and testing results drase, which has been used by several handwriting recognition
listed in Table II. At the end of the learning phase for the coarsesearch groups [2], [4], [10]. The second type of experiment
classifier, the total number of classes was increased to 61, @axglored the ability of SPDNN to deal with the multilinguistic
the number of candidate characters within a class is reducedémdwriting recognition problem, which has seldom been dis-
516 characters on average. cussed in the character recognition literature.

A. Phase One: Global Training on Coarse Classification
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TABLE Il
PERFORMANCE OFDIFFERENT HANDWRITING RECOGNIZERS ON THECCL/HCCR1 DXTABASE. A PORTION OF THIS TABLE IS ADAPTED FROM LI
et al.[10] AND TSENGet al.[14]

Various Recognition | Features | Train & testing | Classification
Systems Accuracy Used data used time
SPDNN 86.12% 92 50-50 0.24 sec/char
Li et al. 88.65% 400 50-1 NA
Tseng et al. 88.55% 256 100-100 0.6 sec/char
1) Experiment 1—Handwritten = Chinese  Recogni- TABLE IV

PERFORMANCE OFSPDNN HANDWRITTEN CHARACTER RECOGNIZERS WITH

tion: ACCOfdlng to the most recent Survey on handwrltlngAND WITHOUT REJECTION ON THECCL/HCCR1AND CEDAR DATABASES

recognition [1], [12], [13], most of the handwritten Chinese

OCR studies are designed for small databases, i.e., traini _Systems | Top 1 Accu. | Top 2 Accu. | Top 3 Accu. | Rej. %
and testing on very small character sets, e.g., a few hundr B gg:gzg gi:ng‘: gg:;’?% 6‘_’7%7_:
characters. As for studies conducted on recognition using a
complete set of commonly used Chinese characters, Xia [16]

developed an experimental system with a 3755 character €etPhase Three: Personal Adaptation in Handwriting
and achieved an 80% recognition rate. In [10], Li and YRecognition

database. Recently, Tsered al. [14] used theM _distance for personal handwriting of the batch-trained handwriting
method in their recognition system to achieve 88.55% acqiscognizers can be as poor as 40-45%. Thus, we propose that
racy on the CCL/HCCR1 database. The SPDNN characi{gfer adaptive training be employed to further enhance the
recognizer achieved 86.12% recognition accuracy. Table Hcognition accuracy of the SPDNN handwriting recognition
summarizes a performance comparison of these systegstem. According to the proposed incremental EM algorithm,
evaluated using the CCL/HCCR1 database. We would likge training is designed to adapt user input samples. In order
to comment on the overall performance of these systemsgsminimize inconvenience for the user, adaptive training
follows. First, compared to the huge number of charactgy performed only when recognition errors are detected and
features used by other researchers, e.g., 400 features ysfitkcted by the user.
in [10] or 256 features used in [14], the SPDNN recognizer statistical theory of pattern recognition shows that the de-
uses only 92 features. A more relevant comparison coWtkion houndaries generated by the SPDNN posterior proba-
be made if a comparable number of training and testingjities produce near minimum classification error. Since the
features for these two systems were available. In fact, tRpNN model is derived based on the assumptionatiahe
SPDNN character recognizer is designed to use N0 MQj§ta “are known,” the SPDNN decision boundaries may not be
than 100 sets of features since more feature sets woylgtable for recognition problems with unknown data, in this
require more memory storage and longer recognition timgzge, handwriting of the current user. One simple example is
Two reasons explain why an SPDNN-based system cgRown in Fig. 7(a). Foi-class recognition problems, the pro-
have fewer features yet achieve comparable performance pdyed SPDNN decision boundaries are determined by the batch-
The mixed Gaussian-based discrimination function PerMiiSarning process, which divides the feature space indf-
SPDNN to learn the character decision boundary precisefyrent regions. The asteroid points represent that misclassified
2) The self-growing rules allow a small number of Gaussiatharacters, caused by the handwritten variation of the current
clusters to be sufficient to represent the character imagggr. Suppose; is a character that belongs to cla&s but
distribution. - N _is misclassified into clas#,. According to the incremental
~ 2) Experiment 2—Multilinguistic Handwriting Recognijearning rules given in Section 11I-B3, reinforced and antirein-
tion: We have conducted two types of experiments Witfyrced learning will be applied té; and K4, respectively. As
or without rejection criteria. Rejection criteria were implegpown in Fig. 7(b), the learning process moves the boundary of
mented using the threshold valde, which can be learned K, towardz;, and inversely moves the boundary &, away
by means of the reinforced and antireinforced learning rulggom ;. Hopefully, z; would be correctly recognized due to
In_ general, W_hen an input chara_cter is cprrectly reCOgniZ?Qtraining of SPDNN. However, let us look at Fig. 7(b) more
with a certain degree of confidence, its output of thgipsely: there are some areas of intersection between the new
discriminate function should maintain a certain gap7y) region of K1, the regions of classe; and K, etc. It is pos-
with respect to the second largest output obtained by othgple that character points located in these intersection regions
discrimination functions. may not be correctly recognized by the retrained SPDNN. Thus,
The experimental results are discussed as follows: The rec@gs job of adaptation is not only to adjust the decision bound-
nition accuracy with 0% and 6.7% false rejection rates in thgies of the data class that is directly related to misclassified
testing phase are shown in Table IV. None of the systems dewsttaracters, but also to modify the decision boundaries of the
oped by Liet al.[10] and Tsenget al. [14] includes rejection classes that may be affected by the retraining prottbat are
criteria. We think that rejection criteria can be beneficial in rethe affected classes and how can they be foukctrding to
ducing the false rejection and false acceptance rates. the decision boundary distribution, these affected regions due to
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TABLE V
APPLIED TO300 GOMMONLY USED CHARACTERS WRITTEN WITHOUT ANY
CONSTRAINTS BY FIVE STUDENTS, THE PROPOSEDADAPTIVE PROCESS
PRODUCED SIGNIFICANT IMPROVEMENT IN RECOGNITION ACCURACY DURING
TEN LEARNING CYCLES

Trial | user#l [ user#2 | user#3 | user#4 | user#5 avg.

st 50.6% 33.7% 38.6% 52.5% 45.9% | 44.2%
2nd 67.8% 69.1% 55.9% 56.8% 61.3% | 62.2%
3rd 78.6% 80.1% 70.4% 71.8% 72.8% | 74.7%
4th 84.4% 78.8% 69.8% 76.0% 86.2% | 79.7%

5th 84.6% 87.7% 74.4% 80.1% 85.3% | 82.4%
6th 82.1% 89.1% 76.5% 80.4% 84.2% | 82.4%
7th 86.5% 89.7% 80.2% 79.0% 84.7% | 84.0%
8th 89.6% 90.3% 80.0% 87.1% 89.5% | 87.8%
9th 90.5% 90.7% 81.7% 87.9% 89.5% | 88.1%
T0th | 93.6% | 91.5% | 85.1% | 90.6% | 00.4% | 90.2%

alphanumerics were written without any restrictions on the
writing style by several students in our university as the original
training sets. We intended to prepare natural and general
freehand-written training and testing data in this manner. After
the original training characters were recognized and any errors
corrected, the SPDNN system generated a set of retraining
characters. These characters were then written by the current
user as a set of new training samples. These samples were
®) tested and corrected like the original samples. Again, a new
retraining character list was generated for the next training
Fig.7. Anexample of aiclass character distribution diagram. “*” representgorocess. Repeatedly, retraining was performed nine more times.
misclassified characters. (a) Characteris supposed to be in clags, but  The testing results for five user’s adaptation processes are listed
is misclassified inta/{4. (b) The distribution boundaries df, and i, are . - .
retrained based on the misclassified charaeteand the proposed incremental in Table V. The recognition rate increased from 44.2% to 82.4%
EM algorithm. at the end of the fifth learning cycle. The performance finally
increased up to 90.2% in ten learning cycles. In addition, the

total number of training characters generated by each user in

the retraining of clas&’; could be decision boundaries near th?n L
" . ; ese ten training cycles was about 600 characters on average.
boundary of clas¥; . From the recognition point of view, these

nearby classes are the classes in the top candidate list of eac . .
recognition of a character assumed to be in cldgsThus, we 6 n?rototypmg and Graphical User Interface

propose a two-step incremental training method.For each misThe proposed two-stage recognition system has been imple-
classified charactet;: mented on a personal computer. Since the system may require
a user to correct recognition errors, a friendly user interface is
K, is misclassified into clask, j # ¢; necessary. Fig. 8 depicts the graphical user interface of the pro-
2) retrain the decision boundaries of character classes niS§yP€ System. The score bar atthe bottom of the window depicts
classkK;. the performance of the this system with respect to both recog-
pition accuracy and processing time.

In the first step, misclassified characters are used as negat'\”"'l\'.he user interface window contains three partitions: the left

training samples, and the assumed characters are used as %%ﬂi’tion displays a binary image of a handwritten document,

t!vg training samples. When the error correction processes gl upper right partition displays the recognition results and the
finished, the system enters the second step of retraining bylgw

suing a list of characters which are collected from the top t Dt
candidates for each misclassified character. The user is as g
to prepare free-handwritten samples of the issued charactrﬁrss

Th handwritt I . d 1o train th ; corresponding top ten recognition candidates will be dis-
€se handwritten samples again are used to frain the syste I&?/ed at the buttons. If the correct character is among these
enhance its recognition capability. Gradually, the SPDNN chgr

_ten candidates, then the user can move the cursor and click on

acter recggn|zerW|I| learn the user's own writing style with MNihe corresponding button to make the correction. Otherwise, the
imum training effort.

. . user can manually input a character to correct a recognition
1) Experimental Results and Performance Evaluatidm: y Inp 9

order to evaluate the recognition performance of the character
recognizer before and after the adaptation processes, we
prepared our own in-house database (NCTU/NNL) in the

following manner. We first selected the most commonly used In this paper, a neural-network-based user adaptive hand-
300 characters from the Chinese textbooks used in elementariting recognition system has been proposed and implemented
schools in Taiwan. Then, these 300 Chinese characters andf2a Pentium-ll-based personal computer. This recognition

1) retrain the decision boundary &f; if the character:; €

er right partition provides an interactive error correcting in-
ce. When a user wants to correct a recognition error, (s)he
move the cursor over the misclassified character first; then,

V. CONCLUDING REMARKS
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Fig. 8. The graphical user interface of the prototype system. There are three windows in this interface: 1) the input character image windowg8jtitre rec
results window, and 3) the error correction window. An input character image is acquired from a scanner, and then it is preprocessed into isclatéahabas.
Each isolated character image is recognized and displayed in the upper-right window. The third character in the second row, shown in revepsekeidep, is
by the user due to misclassification. In the mean time, ten buttons in the lower-right window display the top ten candidates of the misclassiéesl Eeasanal
adaptation is performed incrementally when the user corrects a misclassified character. The message bar at the bottom of the interface wihdbthelhotak t
processing time for the sample character image is 12.9 s, which is about 0.140 s per character, and that the error rate is 0.24.

system performs preclassification, character recognition, _ 1

and personal adaptation. The SPDNN has been applied to N N

implement the major recognition modules of this system. This < H MS))

modular neural network deploys one subnet for one object n=l As=n+l

(character); therefore, it is able to approximate the decision — 1

region of each class locally and precisely. This locality property AN)(n(N =1))~t +1

is attractive, especially for personal handwriting recognition or A(N) -t

signature identification. Moreover, because its discrimination - <1 + m)

function obeys a probability constraint, SPDNN has some nice

properties, such as low false acceptance/false rejection rates. Aftheorem: If f(N) = n(N) Zﬁ’zl(ni\’znﬂ ()M (n),

incremental EM algorithm-based adaptation module has ba@@n f(N) = (1 — n(N))f(N — 1) + n(N)M(N).
proposed and implemented to further improve the recognition prgof:

performance for personal handwriting. On the other hand, due

to the enormous number of variations involved, handwriting

recognition still requires more research work before it will be N N
able to achieve a level of performance comparable to that V) = Z < H As )
a human. Therefore, document analysis and recognition have n=1 \s=n+1
become interesting research topics in the field of intelligent N—1 / N—1
information processing. =n(N)AN) Y < 11 A(S)) n(N)M(N)
n=1 s=n-+1
N
APPENDIX = % AN F(N = 1) +n(N)M(N).

Lemma: If n(N) = (S0, (TT1,, 41 A(5)) " and(1) =
1, thenn(N) = (1 + M(N)/n(N — 1))7L.
Proof:

In Lemma, we know thaA(N)/n(N — 1) = 1/n(N) — 1.
Therefore,

o= ($ (1 w0

n=1 s=n-+1

))‘1 ﬂN)z(555—1)Mquv—n+nm0Muw
— (1= (NN = 1) 4 n(N)M(N).
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