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Abstract. Real-time disk scheduling (RTDS) is important for time-critical multimedia applications. In con-
ventional approaches of real-time disk scheduling, such as SCAN-EDF, the seek-optimizing SCAN scheme is
applied to reduce the disk service time of the real-time EDF schedule. Since only tasks with the same deadline
are seek-optimized, the obtained improvement of SCAN-EDF is limited. In this paper, basednaxineum-
scannable-groupMSG) concept, @eadline-modification-scaidMS or DM-SCAN) algorithm is proposed. Our
algorithm uses MSG to automatically decide the suitable task groups for seek-optimizing. Based on the MSG
concept, we repeatedly apply DMS to further increase disk throughput to support more tasks. We have imple-
mented the proposed algorithm on UnixWare 2.01. The appropriate problem behaviors and parameter values to
yield good solutions are investigated. Experiments show that DMS is better than conventional approaches in both
the obtained disk throughput and the supported tasks. Moreover, our proposed approach can schedule task sets
that are not schedulable by EDF and SCAN-EDF.

Keywords: RTDS (real-time disk scheduling), multimedia applications, SCAN, EDF (earliest-deadline-first),
operating systems, maximum-scannable-group (MSG), deadline-modification-scan (DMS)

1. Introduction

Multimedia applications have become increasingly popular. To support these time-critical
applications, the scheduler serves disk tasks in real-time manners (Terry and Swinehart,
1988; Anderson et al., 1992). In a real-time disk scheduler, we need to consider two
problem parameters (release timand deadlingl;) for each tasK; to decide the scheduled
start-timeg and fulfill-time f;.

e Release timethe earliest time at which the task can be started.
e Deadline the latest time at which the task must be completed.
e Start-time the time at which the task is actually started.

o Fulfill-time: the time at which the task is actually completed.

To satisfy the real-time constraints, we must guaranteg€ ¢ and fi < d;. A simple
example to demonstrate the terminology in a real-time disk task is shown in Fig. 1. Notice
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Figure 1. The terminology used for a real-time disk task.

S \ Real-time
crver network

real-time

transmission
disk
scheduling

\S,C.heduliyv =
— E ,’l \\‘.

/N

Figure 2. The basic architecture of distributed multimedia system.
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that the disk task is not preemptive. Therefore, the required service time is defined as
follows: ¢ = f; — g. Considering a distributed multimedia system as shown in Fig. 2,
the media data are stored in disks at the server site (Vin and Rangan, 1991; Lougher and
Shepherd, 1993; Wang et al., 1997). To support continuous playback, media data must be
retrieved and transmitted to the client site under guaranteed timing constraints (Rangan and
Vin, 1993; Gemmell and Han, 1994). In such a time-critical system, disk tasks need to be
served not only with high throughput, but also with guaranteed real-time requirements (Lin
and Tarng, 1991; Dan et al., 1994). Itis different from the conventional system in which we
focus only on the processor performance (Peterson and Silberschatz, 1985). Since a good
real-time scheduler is important for disk retrieving, we propose a new RTDS (real-time disk
scheduling) algorithm to support real-time disk tasks. Studies about the disk layout, real-
time network transmission, and admission control problems can be found in other papers
(Chang et al., 1997; Wang et al., 1997; Chang et al., 1998; Chang et al., 1999).

The volumes of media data are usually very large. The real-time disk scheduling has
a pronounced effect on the system performance. For scheduling conventional disk tasks,
the SCAN algorithm (as shown in Appendix 1, which scans the disk surface to retrieve
the required data block under disk-head) has been proved as an optimal algorithm under
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the amortized analysis and probability models (Chen et al., 1992; Chen and Yang, 1992).
However, in a hard real-time system, the service of disk task will become meaningless
and useless if the specified timing constraints are missed (Gemmell and Christodoulakis,
1992). Since the SCAN algorithm does not consider real-time constraints, it is not suitable
for scheduling real-time disk tasks (Rangan and Vin, 1991; Gemmell et al., 1995). In
the conventional real-time system (which models real-time tasks as independent tasks with
related deadlines), EDF (earliest-deadline-first) is known as a good real-time scheduler (Liu
and Layland, 1973; Lehoczky, 1990; Lin and Tarng, 1991). However, in the real-time disk
scheduling problem, the required service time of the real-time disk task depends on the
current position of the disk-head. Since the assumption of task-independence no longer
holds, the employment of EDF will result in poor disk throughput (Yee and Varaiya, 1991,
Reddy and Wyllie, 1994).

In past years, different RTDS methods have been proposed to combine the schemes of the
seek-optimizing SCAN method and the real-time EDF scheduling method. For example, in
the best-known SCAN-EDF approach (Reddy and Wyllie, 1993), the real-time disk tasks
are sorted according to their deadlines by the EDF scheme. Based on the EDF schedule,
the real-time requirements can be guaranteed. Since the movement cost of disk-head is not
considered in scheduling, the obtained throughput would be very low. To reduce the disk
service time, SCAN- EDF tries to reschedule the EDF tasks with the same deadlines by
SCAN. Notice that, the efficiency of SCAN-EDF depends on the number of tasks with the
same deadlines.

To resolve the drawback of SCAN-EDF, we propose a new RTDS algorithm. Our algo-
rithm automatically selects suitable task groups for rescheduling. Given an EDF schedule
as the input schedule, we first define tim@ximum-scannable-groupISG) as a set of
consequent tasks that can be successfully rescheduled by SCAN. Thus, by seek-optimizing
tasks in MSG, disk throughput can be improved with guaranteed real-time requirements.
Given an EDF schedule as the input schedule, our obtained disk throughput is intuitively
better than that of SCAN-EDF. In this paper, we introduce a formal definition of the MSG
concept. Then, an @) algorithm (wheren is the number of input tasks) is proposed to
identify MSG. The theoretical proof of the correctness of the proposed algorithm is also
presented. Notice that, the initial input and its rescheduled result may not be an EDF sched-
ule. We propose deadline-modification-scafPMS or DM-SCAN) algorithm to modify
tasks’ deadlines to satisfy the EDF property. In this way, the problem input would always
be an EDF schedule and the proposed MSG scheme can be repeatedly applied to further
improve the disk throughput.

Comparing with SCAN-EDF, our proposed DMS method can achieve over 14% more
improvements in the obtained disk throughput. Nearly 10% of the improvements are ob-
tained at the first iteration of DMS (call€2MS-1) under the same computation complexity
of SCAN-EDF. Notice that, in conventional approaches, the input task sets are feasible
EDF schedules. In this paper, we also consider the input task sets that are not schedulable
by EDF. The ratio of task sets that can not be scheduled by EDF but can be scheduled by
our proposed approach is over 12. This paper is organized as follows. In section 2, we
introduce the real-time disk scheduling (RTDS) problem. Section 3 gives mathematical
definitions of the proposed MSG concept, and gives a detail description of the proposed
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DMS algorithm. The experimental environments and our obtained results are shown in
Section 4. Conclusive remarks and future work are presented in Section 5.

2. Problem Definition for Real-Time Disk Scheduling
2.1. Conventional Disk Service Model and Real-Time Service Model

A magnetic disk is made up of the rotating disks, the heads to access disks, and an assembly
arm that moves the heads into the specified cylinder. Generally, a disk task would specify
the track location of data we want to retrieve. When serving the disk tasgelatimes

taken to move the disk arm to the appropriate cylinder. Then, the system must wait until the
desired block rotates under its read-write head atency-time Besides, awitch-timeis

taken for switching the controller’s attention from one disk-head to the other within the same
cylinder. Finally, the data is transferred from disk to buffer tisaasfer-time The required

disk service time is the summation of the related seek-time, latency-time, switch-time and
transfer-time. Conventionally, the problem objective of disk scheduling is to maximize the
disk throughput in serving the presented disk tasks. However, in a time-critical application,
the first goal of disk scheduling is to meet the specified real-time constraints (Shih et al.,
1992; Mok, 1983). Maximizing the disk throughput is also important, but the schedule is
meaningless if the specified real-time constraints are not satisfied.

When considering a real-time disk task the release time, and the deadling; are
presentedr{ < d;, from the definitions) to compute the scheduled start-tgnand the
required fulfill-time f;. To satisfy the real-time constraints, the start-tinés not earlier
than the release timeg. Besides, the computed fulfill-tim& is not later than the given
deadlined; (Lehoczky, 1990; Jeffay et al., 1991; Stankovic and Buttazzo, 1995). Define
¢ as the required service time. In conventional real-time service models, the required
service time can be specified before scheduling. However, in the RTDS problem, the
required service time depends not only on the data location of the present task, but also
on the current location of the disk-head (the data location of the previous task). It is
determined by the scheduling result and can not be specified before scheduling. In the past
years, some approaches were presented to calculate the service time by the mean distance
or the worst movement distance of disk-head (Steinmetz, 1995). However, the real-time
requirements will not be guaranteed if the approaches with mean movement distance of
disk-head are applied. Although the timing requirements are guaranteed if we apply the
worst movement distance of disk-head to each task, the obtained disk throughputs are very
low. A comprehensive survey for this real-time disk scheduling problem can be found in
Daigle and Srosnider, 1996.

2.2. Formulating the Real-Time Disk Scheduling Problem

A real-time disk taskl; can be denoted by four parametarsd;, a, b). The release time
ri and the deadling; are the timing requirements (Stankovic and Buttazzo, 1995). The
track locatiorg; and the data capaciby represent the disk service requirements. Define the
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problem input as a set of real-time disk ta3ks= {To, Ty, ..., Ty} wheren is the number

of tasks. Ty = (0, 0, 0, 0) represents the initial condition of disk arm (at the outermost
track 0). In this paper, a schedul&rfor problem inputT is defined as a procedure that
produces the schedule sequefige= Tz Tz - - - Tzm)- The sequence of subscripisi),

fori = 0ton, is a permutation of indef0, 1, . .., n}. Notice that, when serving tagk by

the scheduled ordér _; T, the disk-head should move from the track locatipn to the
track locationg; to retrieve the required data blobk The scheduled start-tinegg and the
required fulfill-time f; of taskT; can be computed by the following equations:

_ o if (i =0)
& = max(ri, fi_1} otherwise
fi = &+c_1i. (1)

Thevariables; = ¢;_1; isthe required service time for servifigafter servingli_;. InaHP
97560 hard disk (Reddy and Wyllie, 1993), the service tine; can be approximated by

Ci-1i = {8'OO+0‘008X Di_1i if Dj_1; > 383 2

324+ 04 x /Dj_1; Otherwise

where the variabl®; _; ; = |a — & _1] is the movement distance of disk-head. As shown in
the above equation, the required service time is dependent on the schedule result. Although
the disk driver is specified, the schedule result is unknown before scheduling.

In this paper, if all the scheduled tasks;, (fori = 0 ton) satisfy their real-time require-
ments z) < €z and fz) < dzg, this scheduld ; is called aeasibleschedule. For the
feasible schedul€z, the time that it takes to serve all the scheduled tagksTz(1) - - - Tz
is called theschedule fulfill-time Since the initial release tintg ) = 0, the schedule fulfill-
time (fzn) — rzq)) of Tz is the same as the fulfill-time of the latest scheduled thsl.

Define the total retrieved data sizeBs= Y}, bi, the disk throughput of schedule is

B/fzm)- 3

The obtained disk throughput is just related to the inverse of the schedule fulfill-time. When
comparing the schedul@rwith another scheduleX, the improvement of disk throughput
(calledimprovemenfor short) obtained by can be measured by

(1 — fz(my/fxm)) x 100% @

As shown in Eq. (3) and (4), the problem objective defined to maximize the disk throughput
can be achieved by minimizing the schedule fulfill-time. We formally formulate the real-
time disk scheduling (RTDS) problem as follows.

Definition. Real-Time Disk Scheduling (RTDSEiven a set of real-time disk tasks=
{To, Ta, ..., T}, find afeasible schedule; = Tz Tz - - - Tzm) that resolvesnin{ fz}
underrziy, < ez and fzi, < dzg, fori =0ton.

This problem definition can be modeled by a fully connected gi@psa (V, E) with
verticesV = T and edge<£. In this graph, there are two cost-boundsandd;) on each
vertexT; and an arbitrary transition cost;j on the edge from vertek to vertexT;. The
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Figure 3. A simple example to demonstrate the identification procedure of MSG.

goal is to minimize the final tour cost (starting from verfexand visiting each vertex in

G exactly once) without violating the cost-bound constraints (real-time constraints) of
andd;. This problem has been proved to be NP-complete (Wong, 1980; Vin et al., 1995).
In recent years, different approaches have been proposed to combine the seek-optimizing
SCAN method and the real-time EDF scheduling method (i.e. SCAN-EDF) to resolve
the RTDS problem. The obtained efficiency greatly depends inoon often the SCAN
algorithm can be applied Notably, the best task groups for seek-optimizing (cathea

best task groupgor short) may have varying sizes for different task groups.

3. Proposed Approach to Reschedule MSG by the DMS Scheme
3.1. Definition of Maximum-Scannable-Group

Generally, doing seek-optimization on the maximum scannable task groups would provide
a large benefit to disk throughput. To avoid the incorrect partitioning of the task groups,
we should identify the scannable task groups as large as possible. In this paper, an MSG
(maximum-scannable-group) concept is introduced as follows.

Definition. MSG (maximum-scannable-groupgiven an EDF schedul@ = Tg ) Te
-+« Tg(m), the maximum-scannable-gro@ started from tasK; is defined as the maximum
consequent task grou; = Tei)Tei+1) - - - Tei+m Which satisfies: fgg, < dggy and
re < egq fork=itoi +m.

A simple example to demonstrate the proposed MSG concept is shown in Fig. 3. Assume
that the input schedule i§T; T, T3T4. Considering the grou; that started fronT,, we
havef, < d; andr, < e, but f3 > d; andrz > e;. Thus,T, isin Gy, butTz is not inG;.

Based on the above definition, we can construct all MSG groBgs= Tp, G1 = Ti Ty,
G, =T, G3 = T3, andG4 = Ty4). The theoretical proof for the correctness of our MSG
definition is given as follows.
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THEOREM Tg = TE(O)TE(l) s TE(n) is an EDF schedule with MSG;G= TE(i)TE(i+1) s
Tei+m). Assume thatiS= Tsi) Tsit1) - - - Tsi+m IS the seek-optimized reschedule result
of G for Ts = TeTew - Tei-n Tsi) Tsi+y - Tsi+m TEG+mt) - Tem- If Te is
feasible, Tg can be rescheduled a&s to improve the disk throughput under guaranteed
real-time requirements.

Proof: (a) In the input schedul&g, from the definition of the fulfill-time, we have
fEG+m) = Max{- - - max{egg + Cei—-1),Eq), 'EG+D} - - -} + CEGi+m—1), Eii+m)- %)
As Gj is an MSG, we haveg, < eg( fork =i toi + m. Eq. (5) can be rewritten as
fEG+m) = €ei) + CE(i-1).EG) + CEG),Ed+1) + - - + CEG+m—1), EG+m)-
In schedul€T s, the related fulfill-time ofS is
fsi+m = max{- - - max{es) + Csi-1),si), 'si+n} - - -} + Csi+m-1), si+m)- (6)

From the definition of start-timegz, = max{reg, fei—1}, we havees;, < eg. Since
S is a reschedule o6;, they contain the same tasks. Given a tagl, in S, we have
Ir'sx) = e for an arbitrankin [i, i + mj]. Thus,rsx, < egq forx =i toi +m. Eq. (6)
can be rewritten as

fsi+m) < €eq) + Csi—1),50) + Csii),Si+1) + - - - + CS+m—1), Si+m)- (7)
Given § as a seek-optimized reschedule resulGpfor Ts, we have

Csi-1),si) + Cs(i),si+1) + ** * + Csi+m-1), S +m)
< Ce(i-1).E() + CEG).EG+1) T -+ + CEG+m—1),Eii+m)- (8)

= From Eq. (7) and (8), the fulfill-time i$sj +m) < fgi+m). The obtained disk through-
put in the rescheduled group would not be smaller than that of the input gro@p

(b) From the definition of MSG5;, we havefgy, < dgg forallk =i toi +m. As
G; is an EDF schedule, we also hatigy, < feks1) anddegg < dgwsry forallk =i to
i + m— 1. These relations can be rewritten as

fed < feity < < feism < dei) < dgg+y <+ < deitm)- 9

From the definition oy, the fulfill-time fsy) < fsky1 < fei+m forallk =i toi +m.
These relations can be written as

fsi) < fsitn < -+ < fsism < fedsm)- (10)

= Note that,min{dsy, | forall k =i toi + m} = dgg). From Eq. (9) and (10), we
can guarantee that the real-time constraints§aare satisfied. IfTg is feasible,Tg can
be rescheduled &ks to improve the disk throughput under guaranteed real-time require-
ments. ]
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We prove that the seek-optimized result of MSG can improve the disk throughput with
guaranteed real-time requirements. As the seek-optimized fulfill-time of the rescheduling
result would not be larger than that of the input schedule, we can focus only on the real-time
requirements. In our proposed MSG definition, we fisg, < dgg, andre, < eg (for

k =i toi 4+ m) to guarantee real-time requirements.

3.2. ldentification of Maximum-Scannable-Group

Define G; as the maximum scannable group starting frdm There aren + 1 MSG
groups consideredGy, Gy, ..., Gn). For these successive MSG groups, a ussfid-
groupproperty is introduced as follows.

Property Give an EDF schedul&@e = T Teq) - - Tem). For each MSG G = Tg)
Tei+1) - TEG+m), itS Sub-group Eux Tex+1) - - - Tei+m) Must be a part of MSG gGfor
X=i+1toi+m.

Proof: (a) SincelgTeq) - - - Ten) is an EDF schedulelg ) < dgt1) andegg) < €gi+1
for alli.

(b) AsG; = TE(i)TE(i+1) s TE(i+m) is an MSG, we havefE(k) < dE(i) andrE(k) =< e
fork =itoi +m.

= From (a) and (b), it can be easily derived tligfk) < dg) < dgx) andrey < egg) <
€gx forx =i + 1toi + m. Thus, the sub-groupex) Tex+1) - - - Tei+m) Of G must be a
part of Gy. [ |

By applying the above sub-group property+ 1 MSG groups can be easily identified by
an one-pas®(n) algorithm. DefineStart G; andEnd_G; as the start and the end index of
the task groufgs;. The proposed MSG identification algorithm is shown as follows.

Algorithm: MSG (maximum-scannable-group)

1. /*INPUT: an EDF schedul&T; - -- Tp.
OUTPUT: MSG group$sy, Gy, ..., andGy. */

2. k:=1;

3. fori :=0tondobegin /* nis the number of input tasks */

4, while (rx < g)and(fy <d)and(k <n))dok:=k+1;

5. /* Gj isdefined agTi - Tk_1 ¥/

6. StartG; =i; /* Start.G; is the start index of grouf®; */
7. EndGj :=k—1; I* End_G;j is the end index of grouf®; */

8. end/* next MSG group */
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Notably, tasks in MSG may have the same scan direction (catladned MSJs Besides,

these MSG groups may not be mutually-exclusive. In this paper, we consider only the un-
scanned and mutually-exclusive groups for rescheduling. Define the forward scan direction
as+1 and the backward scan direction-a%. We represent the cumulated scan direction

of tasks inG; by variableZ[i]. Notably, the task groufs; is scanned if and only ifZ[i]|

is equal to the group size. The detail description ofGam) algorithm to identify these
un-scanned and mutually-exclusive MSG groups is illustrated as follows.

Algorithm: MU_MSG (mutually-exclusive and un-scanned MSG groups)

1. /*INPUT: MSG groupssg, Gy, ..., andG,.
OUTPUT: MU_MSG, a subset of MSG. */

2. Z[0]:=0; [* Z[i] is the cumulated scan direction &f */
3. for k:= 1to ndo begin
4. if (ax_1 < &) thenscandirection:= 1; elsescandirection:= —1;

5. /* MSG is scanned if and only if the scan directions & +1, ..., +1 or
-1,-1,...,-1%

6. Z[K] := Z[k — 1] + scandirection
7. end/* next task */

8. i:=0;

9. while (i < n) do begin

10. if (|Z[End.Gi] — Z[StartG;]| + 1) = size of G) /*if G; is seek-optimized */

11. theni ;=i + 1, [* next group */

12. else begin

13. G; is defined as a MIMSG and can be rescheduled by SCAN;
14, i '=EndG; + 1; /* next mutually exclusive group */

15. end/* else */

16. end/* group */

In this paper, these MWISG groups are identified by a first-come-first-serve (FCFS)
policy. As these MUMSG groups are mutually-exclusive, tasks in different NMM$G
groups can be seek- optimized by SCAN at the same time.
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3.3. Deadline-Modification-Scan for Maximum-Scannable-Group

As shown in the previous sub-section, our MSG concept is based on an EDF input schedule.
However, in real-world systems, the problem input may not be an EDF schedule. To resolve
this drawback, a DMSdgadline-modification-scaralgorithm is proposed to modify the
original problem input and transfer it into an EDF input schedule. For example, given the
schedule sequencgT;, we can simply modify the deadlirdy = min{d;, d;} to satisfy

the EDF requirements < d;. This Q(n) procedure is calledeadline-modification (DM)

After executing the DM algorithm, we can prove that the new problem input is an EDF
schedule. The MSG concept can be applied to this new problem input to further improve the
disk throughput. Notice that, the rescheduled result of MSG may violate the original EDF
property. We can execute the DM algorithm again to produce a new EDF problem input.
Thus, the MSG concept can be applied repeatedly to further improve the disk throughput.
This DMS (DM-SCAN) algorithm is described as follows.

Algorithm : DMS (deadline-modification-scan)
1. /*INPUT: the initial schedule. OUTPUT: the obtained schedule. */

2. Stored, := dy for all tasksT * used, to backup real deadlingy */

3. repeat

4 for k:=n—1downtoldo [* deadline modification */
5. if (dx > dx + 1)thendy := dxy1;

6 Identify all the MSG groups from input schedule

7. Identify all the MUMSG groups from MSG groups

8. fori :=1tondo [* group seek-optimization */
9. if (Gi is MU_MSG)then reschedulé&s; by SCAN;

10. until (no deadline is modified); /* no more change */

11. Recovedy := d’k for all tasksTy. /* restore real deadlines */

A simple example to demonstrate the processing steps of DMS is shown in Fig. 4. Given
an input schedul@oT; T, TsT4 (asds > dg, it is not an EDF schedule), we can modify
deadlined; = d, to satisfy the EDF property betwedn andT,. By following the same
idea, d; is not changed and; is modified asd,. As the modified deadlines satisfy the
EDF requirementsth < d; < d, < d3 < dy), the proposed DMS algorithm is correct for
iterative computing. Experiments show that the results of DMS can be convergent within
a small iteration numberg n). The theoretical proof of convergence easily can be shown
by the monotonic-decreasing property of modified deadlines (Chang, 1996).
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Figure 4. A simple example to demonstrate the proposed DMS scheme.

Notably, if the input schedule is feasible for real-time requirements, we hawe fi 1
and fi ;1 < dj ;1 foreachinputtasK; (i = 0ton). Thus, after executing the DM algorithm,
the obtained EDF schedule is also a feasible schedule (Chang, 1996). We can conclude
thatthe obtained result will be a feasible RTDS schedule if the input schedule is feasible
Notably, in our MSG definition, the input schedule is not necessary to be feasible. Besides,
the input schedule is not necessary to be an EDF schedule. However, if the input schedule is
infeasible, our obtained result may not be a feasible RTDS schedule. We try to demonstrate
this schedulability ratio by testing infeasible input schedules in our experiments. Many task
sets that are not schedulable by EDF can be scheduled by our proposed approach.

4. Experimental Results

In this paper, we apply the HP 97560 hard disk for performance evaluations. HP 97560 con-
tains 1962 cylinders. It has 19 tracks-per-cylinder and 72 sectors-per-track with 512 bytes
sector size. The rotation speed is 4002 RPM (rotations-per-minute). In this paper, we apply
this disk to model the disk service tineg;. Given the seek distand® ; = | — |, the

value ofc ; can be computed by Eq. (2). We assume that the data access for each input
task is one disk track (36 KB in HP 97560). The workloads of input tasks are uniformly
distributed on the disk surface. Besides, tasks’ release times are generated with proper
hard-deadlines assigned. In our experiments, the applied release times of tasks are uni-
formly distributed among 0 and 240 ms (milliseconds). The related deadline is formulated
by the release time with an additional period time varied from 120 to 480 ms. More detalil
descriptions about the disk layout scheme supported for multimedia applications can be
found in Wang et al., 1997.
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Figure 5. The convergence property of SCAN-EDF and the proposed DMS approach.

4.1. Number of Iterations to Convergence

For an iterative algorithm such as DMS, the iteration number required to convergence is an
important factor to measure system performance. In this paper, we evaluate the convergence
property of DMS by the obtained schedule fulfill-time under different iteration numbers.
The obtained results of SCAN-EDF are also presented for comparisons. For each approach,
the same 100 test examples with 10 random-generated disk tasks are applied. The mean
value of the obtained schedule fulfill-time is plotted as shown in Fig. 5. The gray circles,
calledconvergent pointsmark the iteration number required to convergence. Notably, as
SCAN-EDF is a non-iterative approach, extra iterations do not change the obtained results.
The required schedule fulfill-time is 414.8 ms. Different from SCAN-EDF, our proposed
DMS method is an iterative approach. The increasing of applied iterations will improve
the obtained results until the convergence is met. By applying only 3 computing iterations,
our method can obtain 356.7 ms in the schedule fulfill-time. The required iteration time to
convergence is small and the obtained results are highly improved. Moreover, our proposed
method can achieve better results than SCAN-EDF in the first iteration (daNs+D).

The required computation complexity of the DMS-1 method is I0¢n) (the same as
SCAN-EDF). Table 1 summarizes the minimum, the maximum, and the average schedule
fulfill-time obtained for different test approaches. We apply the same 100 test examples for
all test approaches to keep the comparison as fair as possible. Each test example contains
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Table 1.The obtained schedule fulfill-time and the related improvement.

Algorithms Schedule Fulffill-Time (ms: millisecond)

minimum  maximum average improvement

DMS 289.27ms  402.36 ms  356.74 ms 14.00%
DMS-1 317.24ms 460.18 ms 375.12ms 9.58%
SCAN-EDF 377.06 ms 462.70ms 414.84ms =~ 0.00%

Improvement (%)
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12t t4 n=20

=
|
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- n=+# of input tasks

1 I 1 i 1 | ! I I |
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12 3 4 5 6 7 & 9 10 11 12
Computing Iterations

Figure 6. The performance improvements of DMS with different input tasks.

10 random-generated disk tasks and has a feasible EDF schedule. Comparing the obtained
improvements defined in Eq. (4), our DMS approach can achieve over improvements that
are 14% higher (9% at the first iteration) than SCAN-EDF.

4.2. Number of Input Tasks

To further demonstrate the capability of DMS, we compare the obtained improvements for
different computing iterations under four different problem sizes (14, 16, 18, and 20 input
tasks) as shown in Fig. 6. In each point, the mean value of the performance improvements
for 100 test examples is presented. Experiments show that all the obtained results have
improvements that are over 10%. Besides, all these test examples are convergent before
n computing iterationsr( is the number of tasks). This iteration bound can be easily
proved by the limited number of input tasks and the definition of applied MSG (Chang,
1996). In Fig. 7, DMS is applied to compare with conventional approaches by the obtained
improvements under different number ofinputtasks. We increase the test problem sizes from
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Figure 7. Experiments for DMS with different numbers of input tasks.

Table 2.The numbers of task supported.

Algorithms Number of Supported Tasks

minimum  maximum  average

DMS 7 25 13.8
SCAN-EDF 4 24 10.2
FCFS 1 10 4.1
SCAN 1 4 3.3

3 to 20 input tasks. In each test problem size, 100 test examples are applied. Experiments
show that the proposed DMS approach is better than these conventional approaches in all
the test examples. Our proposed DMS method can achieve improvements over 11% in disk
throughput when the problem size is increased to 20 tasks. It demonstrates that DMS can
handle large-sized problems.

Table 2 shows the minimum, the maximum and the average number of input tasks that
can be supported by different approaches. For each test approach, the same 100 test ex-
amples are applied. In each test example, we try to increase the number of input tasks
until the obtained schedule is not feasible. The applied problem size is recorded as the
supported number of requests in this test example. Experiments show that our proposed
DMS approach can support more tasks than conventional approaches. Comparing with
EDF, our proposed method achieves over 1.35 in the ratio of the supported average number
of tasks. This ratio is defined as follows:

(tasks schedulable by DM&tasks schedulable by EDF (12)
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Notice that, as the real-time constraints are not considered in SCAN scheduling, the SCAN
method has the worst results in the supported number of tasks. Although SCAN is a seek-
optimization method for disk scheduling, these seek-optimized schedules are not acceptable
for time-critical applications.

4.3. Ratio of Schedulability

In conventional approaches, the input task set must be a feasible EDF schedule. Asthe input
task set is schedulable by EDF, these approaches just have a minor improvement to obtain a
better fulfill-time. In this paper, our proposed DMS method can schedule task sets that are
not schedulable by EDF. As shown in the left side of Fig. 8(a), the EDF sch&iIil€, T3 T,

is not feasible for real-time requirements becauseTashkisses its deadlinglf < f4). This

task set is not schedulable by EDF and SCAN-EDF. In this paper, by applying our DMS
algorithm toTyT; To T3 T4, we obtain the MSG grouT1 T> T3 (see Fig. 8(a)). As shown in
Section 3, this MSG group can be successfully seek-optimiz8dTJsT, to reduce the
related fulfill-time. Thus, the next task, can be started earlier than that in the original
schedule. The new fulfill-time (called;’) is smaller thanf,. As show in the right side of

Fig. 8(a), we havef; < ds < fs4. The output schedule of DMS{T,1TsT>Ta) is feasible

for real-time requirements even when the input EDF sche@yileT, T3 T, is infeasible.

Although our proposed algorithm can schedule task sets that are not schedulable by EDF,
the real-time requirements could be guaranteed only when the input schedule is feasible. In
another words, reschedule results may be infeasible for real-time requirements if the input
schedule is infeasible. We define the ratio of schedulability as follows:

(task sets schedulable by DMStask sets schedulable by EDF (12)

Fig. 8(b) shows the obtained ratio of schedulability under different problem sizes. For each
problem size, the same 100 test examples are applied to both the EDF and DMS approaches
for fair comparisons. Experiments show that the obtained ratio will be 1 if the number of
input tasks is less than 5. When the problem size is increased to 21 tasks, the obtained
ratio is increased to 13. Our proposed approach can schedule the task sets that are not
schedulable by EDF. The ratio of task sets that are not schedulable by EDF but schedulable
by DMS is over 12.

4.4, Implementation Results

In this paper, we also implement our proposed DMS scheme on a real system to evaluate
the obtained performance. The best-known SCAN-EDF scheme is implemented for com-
parisons. At the server site, we design a parent thread to deal with arrival media services.
These presented media services are random-arrived with uniformly distributed data allo-
cations. After receiving the requests of media services, a child thread is created (by the
parent thread) to decide the data location and send the real-time disk tasks. Our algorithm is
implemented on the system kernel to handle these real-time disk tasks. Thus, the real-time
network transmission scheduler (Chang et al., 1997) can send the retrieved media data to
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Figure 8. (a) By applying the proposed DMS method, an infeasible input schedule may produce a feasible output
schedule. (b) The ratio of schedulability obtained.

the clients for continuous playback. Our implementation currently runs on a platform with
UnixWare 2.01 operating system. The applied storage device is the Seagate ST-31200N
hard disk with the Adaptec SCSI-2742AT control card. In this paper, we consider a disk
array system with 20 identical disk devices. For each hard disk, 20 KB/s bandwidth is
required for serving one MPEG-I video stream. We implement the real-time disk scheduler
on theportable device interfacéPDI) of the SCSI hard disk driver. It takes the advantage
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Figure 9. The implementation results of the proposed DMS method on UnixWare 2.01.

to organize and standardize the processing flow of device drivers. Thus, our implemen-
tation can be easily ported to other systems. More detail discussions about the top-down
hierarchical structure of PDI, the original design of PDI for disk scheduling, and the detail
implementation of the proposed algorithms can be found in (Chang, 1996). Fig. 9 shows
the obtained improvements of implementation results for different number of input tasks
(task arrival rates). In each point, the mean value of improvements obtained for 100 test
examples is presented. Our implementation results show that the proposed DMS method
can achieve better results than the well-known SCAN-EDF approach.

5. Conclusion

In this paper, based on the MSG (maximum-scannable-group) concept, we propose a DMS
(deadline-modification-scan) algorithm to resolve the RTDS (real-time disk scheduling)
problem. In conventional RTDS methods, the seek-optimization procedure is applied only
for the tasks with the same deadline. Thus, the obtained improvementis limited. Our DMS
algorithm can automatically identify MSG to iteratively reduce the disk service time. Thus,
the obtained disk throughput can be highly improved. In this paper, both the experiment
results and the implementation results are presented. The investigations of the appropriate
problem behaviors and parameter values to yield good solutions are also proposed. Exper-
iments show that our obtained approach can achieve higher disk throughput and support
more real-time disk tasks than the conventional approaches. Different from the conventional
SCAN-EDF approach, our problem input is not necessary to be a feasible EDF schedule.
Many task sets that are not schedulable by EDF can be schedulable by our proposed ap-
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proach. In this paper, the introduced MSG and DMS are two general concepts for real-time
disk scheduling. Based on different problem configurations, we can define different MSG
formulations and different DMS algorithms. How to further extend these concepts to other
real-time applications is an interesting research problem. We will investigate this problem
in our future works.

Appendix 1
Algorithm: SCAN

1. /*Input: asetoftask¥ = {Tg, Tq, ..., Tnl}.
Output: the schedulés = TsoyTsa -+ - Tsmy- */

2. Assume that the initial disk-head is at track O (the data location offiaskay = 0).

3. Sort the input tasks in the ascending order of their data locations.

4. Assume thahgg)asa) - - - asmy- The schedule result iBs = Tgg) T -« - Tsm)-

5. /*The sequence of subscrifé )(i = 0ton) is a permutation of task indg®, 1, . . .,
n}. */
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