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ALTO: An lterative Area/Performance
Tradeoff Algorithm for LUT-Based FPGA
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Abstract—In this paper, we propose an iterative area/perfor-
mance tradeoff algorithm for look-up table (LUT)-based field pro-
grammable gate array (FPGA) technology mapping. First, it finds
an area-optimized, performance-considered initial network by a
modified area optimization technique. Then, an iterative algorithm

consisting of several resynthesizing techniques is applied to trade

the area for the performance in the network gracefully. Experi-

synthesis is the unit delay model. That s, the circuit delay
is estimated by the maximum level of LUTs in the syn-
thesized circuit. In general, the smaller number of levels
always results in the better performance, though some al-
gorithms take the extra interconnection delay into account
to get the more precise estimation [12]-[14], [17], [18].

mental results show t.hat this gpproach can efficien.tly.provide a 3) Routability optimization [22], [23]: These algorithms
complete set of mapping solutions from the area-optimized one to maximize the routability for easy placement and routing

the performance-optimized one for the given design. Furthermore, t the lat t f the technol . It K
these two extreme solutions produced by our algorithm outperform al e laer siage o e_ echnology mapplng. W,O" S
well for the FPGA architectures, which lack routing

the results provided by most existing algorithms. Therefore, our
resources.

algorithm is very useful for the timing-driven, LUT-based FPGA
synthesis. The common limitation of the previously described algo-
Index Terms—Critical-path, performance tradeoffs, pro- rithms is that only one extreme mapping solution is produced.
grammable gate array, technology mapping. That is, these algorithms can provide relatively good results
for their own objectives. but may not provide a solution based
on designers’ specific requests. In general, the area-optimized
mapping solution has more levels while the performance-op-
F IELD programmable gate arrays (FPGAs) are modeffnized solution uses more LUTs. So, an area-optimization
logic devices that can be programmed by the users d@yorithm may provide a compact solution but may not meet
implement their own logic circuits. Because of the short turine performance specification, and a performance-optimization
around time compared with that of the standard ASIC procegggorithm may provide a fast solution but uses too many
they have become very popular in rapid system prototypingTs. Therefore, a set of mapping solutions positioned at the
recently. Many FPGA architectures have been proposed afinprehensive area/level tradeoff curve should be generated to
the look-up table (LUT)-based architecture is the most populﬁilro\,ide the maximum flexibility for the designers.
one. It consists of many configurableLUTs, and ak-LUT An algorithm calledFlowMap-r has been proposed to pro-
can implement an arbitrary function with up oinputs. For yige such capability [24]. It starts from a level-optirahap-
example, in Xilinx XC3000 architecture [1},is equal to 5. ping solution produced bflowMap [16]. Then, it performs
Many FPGA technology mapping algorithms have been prg-numper ofdepthrelaxation operations to get the area/level
posed in previous studies. According to the objectives, they cgRdgeoff curve. In this paper, we will use an alternative approach
be roughly classified into three categories. to achieve this goal. Instead of beginning from a level-optimal
1) Area optimization [2]-[10]: These algorithms minimize solution, our new approach starts from an area-optimized solu-
the number of LUTs used to implement the given circution with level consideration. Then, it applies a series of resyn-
based on the assumption that the number of LUTs in thieesizing operations to gradually reduce the number of levels
FPGA design is a good measurement of the area of FPG#hout increasing too many LUTs. Our strategy seems more
implementations. similar to the typical approaches used in the timing-driven logic
2) Performance optimization [11]-[21]These algorithms synthesis targeting for standard cells or gate arrays [25]. Ex-
minimize the circuit delay time of the specified designperimental results show that our algorithm can provide better
Because the propagation delay for every LUT is almosblutions than those dflowMap-r. Moreover, our approach
identical, the most popular delay model used in FPGAot only can produce a comprehensive area/level tradeoff curve
but also can provide competitive level-optimized solutions com-
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|I. INTRODUCTION

1The optimality is achieved under some assumptions. See [16] for details.

1063-8210/00$10.00 © 2000 IEEE



HUANG et al.: ALTO: AN ITERATIVE AREA/PERFORMANCE TRADEOFF ALGORITHM 393

Section Ill describes how we get the area-optimized initial so- 2) The level should also be considered while generating the
lution with level consideration for a given circuit. In Section IV, area-optimized initial network.

our iterative area/performance tradeoff algorithm is presentedConsidering these two reasons, tertle-crfalgorithm [3]

in detail. Section V shows the extensive experimental resulis,selected to be enhanced. It can generally produce a good

and the concluding remarks are given in Section VI. area-optimized solution in a short time. Moreover, though it is
a pure area-optimization algorithm, we will show later that it is
Il. PRELIMINARIES relatively easy to be enhanced to take the level information into
account.

Some basic terminology and definitions used in this paper arer, - chortle-crf algorithm first performs the AND-OR de-
given in this section. A combinational Boolean network can be

represented by a directed acyclic graph (DAGJY, E). Each composition to transform the original network into the one con-

nodew € V, represents a logic function and each directed edqtgmmg nodes representing AND or OR functions only. Then, it

o : . ; . raverses all nodes in the network in the topological order. For
e(i, ) € E,iandj € V, represents that nodes a fanin of . .
. . . . . each node, two major decompositions, namely, the two-level de-
nodej. A fanin of a nodef is a node which the function of " : ", :
o , : . composition and the multilevel decomposition, are applied. In
f explicitly depends onfanin(f) is the set consisting of all s . . .
: : ) the two-level decomposition phase, the bin-packing technique
fanins of f. A fanout, g, of f is a node wherg' € fanin(g). with the heuristic reconvergent path optimization is applied to
fanout(f) is the set consisting of all fanouts ¢f A primary gent p P P

input (P1) of the network is a node without any incoming edg ack the fanin nodes into a set bffeasible nodes (bins with

and aprimary output (PO) of the network is a node without he maximum sizé:). Then, it applies the mu_ltllevel decom-
. o o . ... position to further reduce the number bffeasible nodes re-
any outgoing edge. Nodgis atransitive fanin of nodej if

there exists at least one path from nade nodei. A node quired to implement the function represented by this node. In
. o path L J- these two phases, minimizing the numberkefleasible nodes
is k-feasibleif the number of its fanins is no more thdn A

network isk-feasible if all nodes arg-feasible in the network. "> the only objective, i.e., no attempt on level-optimization is

The level of anode, I(v), is the number of nodes in the IongesE ﬁg&gg;;ﬁﬁflﬁi’ Coln?/:/iirrg\iﬁemniprggg :Z;g:f dfgLE:i?jzetlrr:a €
path from a Pl node to. So the level of a Pl node is defined to be 9. 4

0. The level of the other node. is defined to be the maximum gate represents the level and the number labeled inside the gate
Iével of its fanins plus 1, i.e ’ represents the ID of the node. Both of them could be generated

by thechortle-crfalgorithn® because these two results are iden-
I(v)= max I(u)+1. tical interms of the numbe_r of LU_Ts. Butthey are ql_Jite diffe_rent
uC fanin(v) from the performance point of view. The level of Fig. 1(a) is 6,

Thus, the level of each node in the network can be computed’m”e the level of Fig. 1(b) is 4. Thus, if the level information

the topological order. The level of the netwak (), is de- Is properly considered during area-optimized mapping, the per-

fined to be the maximum level of the PO nodes. Téguired formance could also be improved at the same time. Fig. 1 gives

level of a networkN, which is user-specified and denoted aglégheigaeiamrple that the level can be reduced without paying

rI(N), indicates the maximum level of the desired resultant nét . L . I
) To achieve this kind of level reduction, two modifications
work. Thus, for each PO nodeof the network, the required - ;
. : . should be made to the originethortle-crfalgorithm.
level, 7i(v), is defined to be-l(V). The required level of any . . .
other nodev is defined to be the minimum required level of its 1) In the two-level decomposition phase, the bin-packing al-
fanouts minus 1. i.e. gorithm incorporated with the heuristic maximum sharing
T decreasing (MSD) algorithinis used. The MSD algo-
rl(v) =  min rl(u) — 1. rithm selects the fanin nodes to be packed under some
u€ fanout(v) criteria targeting for the area optimization. At this time, if
two candidate fanin nodes have the same priority, the one
with the lower level is chosen. Thus, the resultant nodes
are potentially with the smaller level.
2) In the multilevel decomposition phase, the modifications
are as follows.

Thus, the required level of each node in the network can be
computed in the reverse topological order. A nads critical

if rl(v) is less thari(v). A critical fanin of f is a fanin off,
which is critical.cfi( f) is the set containing all critical fanins
of f. A cone cone(v, 1), is a subset o/, which contains the

root nodev as well as its transitive fanins whose level are no a) An ordered list of packed fanin nodes is obtained

less thari. by sorting the number of their fanin nodes in de-
creasing order. When two candidates have the same

. INITIAL NETWORK GENERATIONS number of fanin nodes, the one with the smaller

level is ordered before the one with the larger level.
b) The first node in the list is moved out to connect to
the first(k — 1)-feasible packed fanin node with the
maximum number of fanins in the list.
c) Repeat a) and b) until only one node is in the list.

As mentioned in Section I, our area-performance tradeoff al-
gorithm starts from an area-optimized mapping solution with
level consideration. To generate such a good initial network, two
key points have to be concerned.

1) The initial network should also be as compact as the

one obtained by other area-optimization algorithms andzpetails about the mapping procedures can be found in [26].
should be generated as fast as possible. 3Details about MSD algorithms can also be found in [26].



394 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 8, NO. 4, AUGUST 2000

Assume k=5
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Fig. 1. Two possible mapping results dfortle-crf

3) Inorder to evaluate the quality of our modifieldortle-crf  rithm from the area point of view. However, from the perfor-
algorithmMODIFIED, severaldifferentapproachesareinmance point of view, they produce quite different results. On
troduced for extensive comparisons. The algori@RIG- averageMODIFIED uses 10% fewer levels than thatORIG-
INAL represents the originaehortle-crf whichignoresthe INAL. Moreover, MODIFIED uses 15% fewer levels than that
level information. The resultant network produced by thisf WORSTBY the way, the amounts of CPU time consumed by
approach will have the average performance in terms tfese three approaches are almost identical.
levels. The approadWORSTis specially designed to find ~ According to previous experiments, some circuits must be
the possibly worst case @fRIGINAL Itis modified inthe collapsed into the two-level form, then be decomposed by
opposite directions we propose. Roth—Karp decomposition to get the better mapping solu-

The algorithms described above have been implementedtiioms both in area and performance [2]. However, the time

an SIS environment developed by the University of Californi@omplexity of the collapsing could be exponential for the
Berkeley [2], [27], [28]. An experiment over a set of MCNC andircuits with the large number of Pls. So we only apply this
ISCAS benchmark circuits is performed to evaluate all thesellapsing operation to small circuits with a limited number
approaches. All benchmark circuits are first optimized by thef Pls, e.g., ten. Therefore, we develop an apprdd€kED,

MIS standard multilevel optimization script [27]. Then, all apwhich applies not only the modifiechortle-crfalgorithm, but
proaches are independently applied to make them five-feasildiso a modified Roth—Karp decomposition algorithm [9], [10]
Thus, each node in the network can be implemented by a 5-LUd.those collapsed circuits. The results of the initial network
The mapping results of different approaches are shown in theneration are shown in colunMIXED of Table I. In order
first three columns of Table I. Over 25 benchmark circuits, alb evaluate the quality of our level-considered area-optimized
three approaches use almost the same number of LUTs. Tinétal networks, the mapping results generated by one of the
is because all three implement the identichbrtle-crfalgo- most popular area-optimization algorithms, mispga [2], are



HUANG et al.: ALTO: AN ITERATIVE AREA/PERFORMANCE TRADEOFF ALGORITHM 395

TABLE |
EXPERIMENTAL RESULTS OF OBTAINING
INITIAL NETWORKS BY DIFFERENT ALGORITHMS

Iterative_Area/Level_Trade-Off{ network Net,
required_level Targer_Level) {

Original_Level <— [(Ner),

MODIFIED | ORIGINAL WORST MIXED mispga N Duplicate(Net);
CKT |[#LUT | #LVL | #LUT | #LVL || #LUT | #LVL | #LUT | #LVL | #LUT | #LVL L1I: while(/(N) > Target_Level) {
5xpl 25 4 26 4 26 4 19 2 18 3 FIN) <= IN) - 1
9sym 54 8 53 9 53 9 7 3 7 3 Label Node_Level(N);
9symml 57 7 59 10 59 9 7 3 7 3 - -
C499 70 7 70 7 70 7 70 7 70 7 Critical_Node_List <« Identiﬁ/_Critical_Node(N);
C880 93 10 8% ol ssl 10l 93 ] 81 10 Gain_Calculation(Critical_Node_List);
alu2 107 151 1100 16| 109 200 61 ol 102 14 Sort_Gain_In_Decreasing_Order(Critical_Node_List);
alu4 162 14 173| 17| 168 20 162| 14] 167] 19 L2: foreach(candidate node v in Critical_Node_List) {
apex6 || 209 § 196 § 196 9 209 8 174 7 for(Remap_Level «— I(v) - 1; Remap_Level > 0;
apex7 | 62 5| 59 e so| 6 62 5 56 6 —Remap,_Level)!
b9 35 4 35 4 35 4 35 4 35 4 -
clip 31 51 32 51 33 sl 31 51 27 6 New_Cone_List <~ Remap cone(v, Remap_Level)
count 31 5 31 6 31 6 31 5 31 5 with several resynthesis techniques;
des 849 13) 877) 19) 878 221 849 13} 867 2l cone(v', New_Level) €— The one with the minimum level
duke2 116 7 115 6 115 7t 116 71 115 7 in New Cone List;
e64 80 17 80 17 80 17 80 17| 80 17 if(l(v’) < l(v)) ¢ - -
fSlm 27 4 30 4 30 4 15 3 24 5 .
misex1 | 15| 3| 16| 3] 16 3| 15| 3] 17 3 N < replace cone(v, Remap_Level) with
misex2 | 32 3] 30| 4] 30 4 32 3 31 3 cone(v', New_Level),
misex3 | 144 13| 151| 14] 151] 15| 144| 13] 153 16 mark Local_Success,
rd73 19 4 22 4 23 4 I3 2 6 2 exit L2;  // exit foreach loop
rd84 53 7 54 7 56 8 13 3 10 3 }
rot 187 12| 183 13| 184 131 187 12 182 15 }
sao2 37 5 38 6 38 6 37 5 42 5
vg2 22 4 21 5| 21 51 22 4 21 5 if( Local_Success is marked ) {
z4ml 5 2 5 2 5 2 5 2 5 2 if(I(N) < I[(Net)) replace Net with &; // also a global success
Total | 2522] 186| 2554] 206] 2554] 219] 2310] 159] 2328] 191

else
exit L/; // exit while loop

shown at column mispga of Table IOn average, ouMIXED ; -

. . if({(Net) == Target_Level)
algorithm uses slightly fewer LUTs and 17% fewer levels than return Success;
that of mispga, respectively. Moreovaf) XED only takes 521 else if(J(Net) < Original_Level)
s to complete this experiment, while mispga takes 4215 s on a  retum Partial_Success;
Sun SPARC 20 workstation. The experimental results clearly e‘f:mm Failure:
show that ourMIXED algorithm can efficiently provide an ) ’
excellent area-optimized starting point of a given circuit for the
later area/performance tradeoff operations. Fig. 2. lterative area/level tradeoff algorithm.

IV. ITERATIVE AREA/PERFORMANCE TRADEOFFALGORITHM  order. Then, under the given required level of the network,

After introducing the algorithm to get the level-consideret® required level of each node is calculated in the reverse
area-optimized initial network, we will present our iterativdopological order. Hence, critical nodes can be easily identified.
areajperformance tradeoff a|gorithm_ Starting with an area_oﬁjunction Gain_Calculation is then defined to calculate the
timized k-feasible network, our goal is to reduce the level of thgain for each critical node. Conceptually, this gain is designed
network without increasing too many exttafeasible nodes. to represent how much the performance of the entire network
The delay model used here is the unit delay model, i.e., th@n be improved if the level of the corresponding node can
delay time is estimated by the level of the resultant networR® reduced by one. Hence, the critical node with the largest
The outline of our algorithm is presented in Fig. 2. gain will be selected to be resynthesized first. The principle

Given a network, our algorithm reduces its level by one eadh Gain_Calculation is based on the fact that reducing the
time until the desired target level is achieved or no further infevel of each critical fanin by one for a nodes equivalent to
provement can be made. If an unachievable low value is setf@gucing the level of by one. So, the gain of a critical nodés
the target level, say 0, then the complete set of area/level tradébgitributed to all of its critical fanins by the following formula:
mapping solutions from the area-optimized one to the level-op- . o ; g
timized one can be obtained. In the following, we will describe gain(u)+ = gain(v)/lefi(v)l,  Vu € cfi(v).

this algorithm in detail. Note that the gain of a node does not directly propagate back-
In our algorithm, the required level of the given network igyard to all of its critical fanins. That is because if the gain is
assigned to its current level minus 1 at each iteration whilgst simply propagated backward to its critical fanin nodes, the
the current level is still larger than the target level. The levglyde with the largest gain will always appear near Pl nodes, and
of each node in the network is labeled in the topologic@yiously, those nodes are not always the best candidates. Con-
4The resultant networks are obtained by applying the optimization script re‘éeptua"y' those critical nodes that fanout to more critical nodes
ommended in [28]. will have higher priority to be chosen for level reduction.
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The gain of each critical PO node is assigned to one by dée reconvergent path optimization is then applied to minimize
fault. Then, the gain of each other critical node can be calculatéd number of nodes in each stratum. Finally, it connects
in the reverse topological order. All critical nodes are then sortéte outputs of nodes in stratuimto unused inputs of nodes
by their gains in decreasing order. If two nodes have the samestratum! + 1. Note that additional nodes may be added
gain, the one with smaller level is selected first. That is becauge stratum/ + 1 to provide unused inputs. This process is
the effect of the level reduction on nodes near PI could potetempleted when there is only one node in the highest stratum.
tially have a bigger impact. Fig. 3 shows an example of this approach. The level of the

For each critical node in the sorted list, a number of perforeot node in Fig. 3 is five while the level of the root node
mance optimization techniques are applied to reduce its lev®nthesized bghortle-crfis six. To avoid increasing the level
Unfortunately, most performance optimization techniques def the network, some additional nodes are added, e.g., the node
veloped for the semicustom design, such as buffer insertion, gatarked with the asterisk in Fig. 3. However, we find out that
sizing and fanout replication, etc., cannot be directly applied smme of those extra nodes can be collapsed to its fanout nodes
the LUT-based FPGA architecture under the unit delay modeihile the network is stillc-feasible. Therefore, an extra pass,
Thus, the partial resynthesis is the best possible way to redudeich finds those nodes and collapses them into their fanout
the level of a node, i.e., to resynthesize the critical node anddes, is appended to the origichbrtle-dalgorithm to reduce
some of its transitive fanin nodes together targeting for level rive number of nodes required. Thus, the major drawback of
duction. In our algorithm, a greedy strategy is used to select ttigortle-d using too many nodes to trade the levels, is partially
transitive fanin nodes to be resynthesized. At first, only the caimproved.
didate node and its critical fanin nodes, i.eone(v, l(v) —1), - )
are resynthesized to reduce the leveboff the attempt fails, B- Modified Chortle-crf Algorithm
cone(v, l(v) — 2) is selected to be resynthesized next. This The second technique is our modifiekortle-crfalgorithm,
process is not terminated until the levelwofs reduced or the MODIFIED, described in Section Ill. The area overhead is gen-
attempt fails even foeone(v, 1). erally smaller than that ofhortle-d based algorithm if it can

Currently, three performance-driven resynthesizing tecBuccessfully reduce the level of the candidate node.
niques are applied to the selected partial network for level
reduction. Detailed discussions on these three techniques @relimed Roth—Karp Decomposition

shown in Section IV-A-C. The third technique is a newly developed technique called
After applying all resynthesizing techniques, the best maghe timed Roth—Karp decomposition. As we described before,

ping solution, in which the level of the root node is minimum, igome networks should be collapsed into the two-level form,

selected. If the level of the root node is identical in two differenten be decomposed by Roth—Karp decomposition to get the

solutions, the one with smaller number of increasing nodesygtter mapping solutions. So if the number of Pl nodes of the se-

selected. If the level of the root node in the newly synthesizestted partial network is smaller than a predefined upper bound,

cone is not smaller than that of the original root nadethe it s first collapsed into a two-level logic, then decomposed to

next candidate node in the critical node list is selected and th¢:-feasible network by the timed Roth—Karp decomposition

process is repeated. Otherwise, the level of the root node in Higorithm. Our timed Roth—Karp decomposition is based on a

newly synthesized cone is smaller than that of the original rogfodified Roth—Karp decomposition algorithm [9], [10] and is

nodev, the new cone replaces the old one in the duplicated nekhhanced with the level-minimization technique.

work IV, and a local success is marked. If a local success resultShe original Roth—Karp decomposition can decompose a

in a global success, i.e., the level of the modified netwaris function into several subfunctions. For examp|e,

smaller than that of the original network net, then the original

network is updated. After a local or a global success, the whole ~ £(X, Y) =G(a1(X), aa(X), -+, am(X), Y)

procedure starting from the level labeling is repeated because X UY = fanin(F)

the network has been modified. This process is continued until ) .

the level of the final resynthesized network is no more than tHéere X is called the bound set and is called the free set.

target level, or is terminated after an iteration in which no locdihus, ifm < |X| andX NY = H, Roth—Karp decompo-

success can be obtained by resynthesizing all candidate critRiPn breaks a functiod” with a large number of fanins into

nodes. Finally, the algorithm returns the last saved network $&veral subfunctions7 andc’s, with fewer faning. From the

the resultant network as well as a status flag, which is set &€a point of view;n should be made as small as possible—es-

cording to the given target level, the level of the original nefecially for the LUT-based FPGA architecture. In general,

work, and the level of the resultant network. strongly depends on what the bound set is. Therefore, a modi-
The next three sections describe the resynthesis technigfied algorithm that selects a good bound set for area optimization
currently employed in our algorithm. is developed [9]. However, this modified algorithm only focuses
on minimizingm and ignores the level information during the
A. Modified Chortle-d Algorithm decomposition. Thus, our timed Roth—Karp decomposition is

then developed to minimize the level 6f The outline of this

The fi hni i le-d algorithm [11]. |
e first technique is based amortle-dalgorithm [11]. It O%Igorithm is presented in Fig. 4.

performs the AND—OR decomposition first. For each no
in the topological order, its fanin nodes of the same level ares petails about thehortle-dalgorithm can be found in [26].
grouped into separate strata. The bin packing technique witld Details about Roth—-Karp decomposition can be found in [9], [10], [29].
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Assume k=5 Timed_Roth-Karp_Decomposition
(Network Net, Node F, Bound_Set_Size bss, LUT_Size k){

(bound_set, free_set) €— Bount_Set_Selection(F, bss);
#/ proposed in [9]
| | [ ] best_bs_Ivl <— the bss-th smallest level of the fanin node

€ fanin(FY),
Stratum 4 \l/ 55 €= |fanin(F)| - bss; // calculate the size of the free set

LI:while(the largest level of the nodeebound set>best_bs_Ivi){
max_bs_Ivl €— the largest level of the node w € bound_set;
max_fs_Ivl <— the largest level of the node € free_set;

(G, ap,ay,...,0,) €=

(i) Seperate nodes into strata. Roth-Karp_Decomposition(F, bound_set);
initial EL <— max(max_bs_lvl + ED(bss, k), max_fs_Ivl)

+ ED(m + fss, k);
L2: foreach(variable v, Level(v) < max_bs_Ivl,v € free set) {

Stratum 3

Stratum 3 (new_bound_set, new_free_set) €<—
exchange w € bound_set and v € free_set;

max_new_bs_Ivl <— the maximum level of the node
€ new_bound_set;
max_new_fs_Ivl €<— the maximum level of the node
€ new_free_set,
(G o', 0y, 0y) €
Roth-Karp_Decomposition(F, new_bound_set);
new_ EL <— max(max_new_bs_Ivl + ED(bss, k),
max_new_fs_Ivl) + ED(n + fss, k);
if(n < bss && new_EL < initial_EL) {
(bound_set, free_set) €— (new_bound_set, new_free_set),

(ii) Bin packing for nodes in each stratum. mark Success;
exit L2; // exit foreach loop

}

if( Success is not marked) exit L/; // exit while loop

Stratum 4

Stratum 3 }
(G, oy, ..., ) €=

Roth-Karp_Decomposition(F, bound_set),
replace F with (G, o}, a5,..., @) in Net;

NS \

Fig. 4. Timed Roth—Karp decomposition algorithm.

Stratum 4

and the free set is repeatedly invoked to reduce the largest level
of nodes in the bound set fest_bs_lvl. In order to calculate
the estimated level of7 under a specific bound set, an ad-

Stratum 5 ditional procedure£’ D, which calculates the worst-case esti-
(iii) Final Result. mated delay for a functiod’, is needed. ProcedugD is de-
fined as

Fig. 3. Example othortle-dalgorithm.

ED(Fanin_Number f, LUT_Size k) {

The objective of this algorithm is to minimize the level@f  if( f < k)

as well as to reduce the number of LUTs required for decom- return 1;

position. One might intuitively select a set of fanins with the else

smallest level as the bound set. However, as we mentioned be- return — f —k+1;

fore, Roth—Karp decomposition works onlyrif < |X|. Thus, }

in our algorithm, an initial bound set is first selected for area

minimization by using the approach proposed in [9]. The targghere f is set to| fanin(F)| andk is the maximum number of

level of nodes in the bound seékst_bs_lvl, is set to thd X |th inputs for a LUT. That is, iff < &, only ak-LUT is required

smallest level of the fanin node fanin(F'). Then, a procedure to implement# and the estimated delay is one. Bufif- &, it

that properly exchanges the variables between the bound @jht require anothef — k iterations of Shannon cofactoring to
decomposé’ into severak-feasible subfunctions in the worst
case. So the estimated delayfis- £ + 1 in such a case. Thus,
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TABLE I 140
EXPERIMENTAL RESULTS OFOUR AREA/LEVEL TRADEOFFALGORITHMS
120
Liapt] L | L1 | L2 L3 | L4]L5][L6]|L7]|LS8 #LUT 149
CKT #LVL | #LUT | #LUT | #LUT | #LUT | #LUT | #LUT | #LUT | #LUT | #LUT
5xpl 2) 19 - 80
9sym 3] 7 - P RS VR WO T SRR T T W W O N |
9symml 3 7 - 60
€499 74 70, 70[ 78 - 305 7 9 11 13 15 17
€880 100 93 93 96 96 -
alu2 6 61 66) - FLVL
alud 14] 162 180 181} 199| 208 209 259 - #LVL] 17] 16] 15| 14] 13 12] 1] 10y 9] 8 7 6 S| 4 3
apex6 8 209 199 201} 208 211 . #LUT| so[ 81] 82| s3] 84] 8] 86] 871 ss| 89| 90] 91] 92[ 98] 144
apex7 6 62| 62 66 81 -
b9 4 350 36 -
clip s50031 0 320 33 - Fig. 5. Various mapping results of the benchmark circuit e64.
count 5 31 32 43 -
des 13| 849 852 859 876 858 845 801| 784 -
duke2 70 116] 117|128 156 E TABLE 11l
64 17 80 81 82 83 84 85 86 87 88 COMPARISONSBETWEEN OUR ALGORITHM AND FlowMap-r
f51m A 15 -
misex1 3 15 14 T T 1
misex2 3 32 37 - L- L-2 L-3 L-4
misex3 12 144 149 161 167 173 201 218 251 CKT | #LVL || ALTO |Fmap-r| ALTO |Fmap-r| ALTO |Fmap-r| ALTO |Fmap-r| ALTO |Fmap-r
rd73 2] 8 - Sxpl 4 - 22 - 23 19 -
rd84 3 13 - C499 71 70 A 700 130] 78] 151 - -
rot 120 187|188 193] 199 204 214 - C880 11 172] 93] 179 93] 195 96 211f 96
5202 s| 371 34 38 - alu2 9 4 140 4 148 - 1 e 4 66
vg2 4 220 26 - alud 12| 1817 240) 199 244] 208 245| 209 4 259 -
z4ml 2 S - apex6 gl 209 4 199 A 201 2200 208 221) 211 232
apex7 o 62 4 62| 76| 66| 80| 81 - - -
count 5 31 57 32 73 43 - - -
an estimated level of the correspondiGgnode for a specific des 9 858 934) 845 965 801 987 784 1003 - 1087
duke2 71 116] 151 117 161} 128 172] 156 187 - -
bound set can be calculated as rds4 6 bou I e s ' et A S
rot 10] 193 4 199) 210 204| 213| 214] 218 4 243
estimated levek max | max [(z) + ED(|X]|, k), max [(y)
reX yey
+ ED(m+ Y|, k). case is the mapping results of the benchmark circuit €64 shown

. i in Fig. 5. The levels of mapping results produced by our algo-
For the initial bound setpound_sct, the estimated level 9 bping P y 9

L . _ ~~ rithm vary from 17 to 3. Table Il shows the comparisons be-
initial_E'L is calculated. Then, for each candidate varlab(gveen the results produced by our algorithm, denotetiLAO
v of the initial free set,free_set, whose level is less than '

(area/level tradeoff), with those produced by another area/level
the largest level of the node € bound.sct, v andw are . 4o o algorithm nameBlowMap-r[24], denoted aEmap-r.
exchanged to get the' new bound setw_bound.sct. Eor For most of the benchmark circuits, the mapping solutions of
new_bound.sct, the estlmat_e_d level of th_e correspondiag ALTOoutperform those oflowMap-ron the same level.
after Roth-Karp ‘de‘cbomposmomew_EL, is also calculated. Finally, in order to show how good the level-optimized results
It new BL < initial EL, then new bound_set replaces , tocan achieve, the results produced by previously proposed
bound_se_t and the vgnable exghange process is restarted. T Sel optimization algorithms, includinghortle-d[11], mispga-
process is not terminated until the largest Igvel of the n@dedelay [12], TechMap-D[13], FlowMap [16], FlowSYN[15],
bound set !s'reduced t.bzzst_l.)s_lvl or all variable exchange DOGMA[20], andBoolMap-D[21], are listed in Table IV for
attempts fail in the last iteration. extensive comparisons. For 18 benchmark circiit§;0on av-
erage requires 22% and 56% fewer levels and LUTs than those
of chortle-d respectively. For 24 benchmark circuitd, TOon

Our area/level tradeoff algorithm has been implemented in anerage requires 23% fewer levels and 34% fewer LUTs than
SIS environment. In order to evaluate its quality, a set of compriose ofmispga-delay For 23 benchmark circuitLTO on
hensive mapping solutions from the area-optimized one to taeerage requires 13% and 38% fewer levels and LUTs than
level-optimized one is produced for each benchmark circuit didrose ofTechMap For 17 benchmark circuitLTOon average
scribed in Section I1I. All solutions should retain the conditiomequires 17% and 28% fewer levels and LUTs than those of
of being five-feasible to be implemented by the five-LUT FPGAlowMap. For 17 benchmark circuit&LTOon average requires
architecture. The results are shown in Table Il. The colun8% and 20% fewer levels and LUTs than thos€lofvSYN For
L] Aopt shows the level of the area-optimized initial networkl6 benchmark circuitALTOon average requires 16% and 17%
The remaining columns represent the numbers of five-feasitiésver levels and LUTs than those DDGMA The only excep-
nodes required to implement the circuit for the designated levBan is thatBoolMap on average requires 10% and 5% fewer
From Table Il, it is found that our algorithm can really provide ¢&evels and LUTs than those 8L.TOfor 17 benchmark circuits.
wide range of mapping solutions to be chosen by the designdtsr 25 benchmark circuitéL TOtakes a total of 5412 s to obtain
Some benchmark circuits, such as 5xpl, 9sym, and 9symihk level-optimized networks from their area-optimized ones on
etc., do not have many tradeoff design points because the BeSun SPARC 20 workstation. The time varies from 2 to 1906 s
designs are found for both area and level. The most dramdtic various circuits.

V. EXPERIMENTAL RESULTS
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TABLE IV
COMPARISONSAMONG OUR ALGORITHM AND OTHER LEVEL OPTIMIZATION ALGORITHMS

chortle-d || mispga-d | TechMap || FlowMap | FlowSYN | DOGMA | BoolMap ALTO
CKT [[#LUT|#LVL|[#LUT|#LVL [[#LUT [#LVL |#LUT | #LVL [|#LUT [#LVL | #LUT | #LVL [#LUT [#LVL {#LUT [ #LVL
Sxpl 26 3] 21 2| 17 2 22 3 20 2 24 3 13 2] 19 2,
9sym 63 5 7 3 9 3 60 5 7 3 59 5 7 3 7 3
9symml 59 5 7 3 9 3] 55 5] 7 3 50 4 7 3 7 3
C499 382 6f 199 8 148 4 68 4f 133 S 68 4 101 4 78 5
C880 329 8 259 9l 213 7N 124 8l 232 8 98 8l 146 7 96 7
alu2 227 9l 122 6| 197 8 155 9f 113 6f 138 9 43 4 68 5
alud 500 10[ 155 11 253 9l 249 9) 268 M 259 8
apex6 308 a4 274 s 252 S 238 S 257 4f 231 51 189 4 211 4
apex7 108 4 95 4 86 4 79 4 89 4 68 4 78 3] 81 3
b9 47 3 49 4 36 3
clip 54 4] 40 3] 33 3
count 91 4 81 4 71 4 31 5 75 3 31 5 42 21 43 3
des 2086 6] 1397 11 1395 8|l 1310 5| 893 41 938 5| 594 3 784 6
duke2 241 4| 164 6| 175 4| 174 4| 187 4 173 4f 193 S 156 4
e64 139 7 212 S| 218 4 144 3
f51m 23 4 38 4 15 3
misex1 19 2 17 2 18 2 16 2| 15 2] 16 2| 15 2] 14 2
misex2 37 a4 3 37 2
misex3 251 6
rd73 8 2| 10 2 8 2
1d84 61 4 13 3 16 3 46| 4 13 3 53 4 10 2| 13 3
rot 326 6f 322 7l 315 6f 234 7N 262 6l 210 7N 228 6l 214 7
5202 45 5 45 4 33 3
vg2 55 4 39 4 36 4 29 3] 45 4 27 3 30 4 26 3
z4ml 25 3 10 2| 9 2 5 2] 6 2| 5 5 2| 5 2
chortle-d || 5045 94 22251 73
mispga-d 3608| 116 2387] 89
TechMap 3407 93 2128 81
FlowMap 2899 84 2081 70
FlowSYN 2603 72 2081 70
DOGMA 2189 74 1822 62
BoolMap \| 1969] 63| 2081 70

The experimental results clearly show t#dtTO can effec- proach begins with finding a level-considered area-optimized
tively produce a better set of area/level tradeoff mapping solinitial network for the given circuit by performing the modified
tions than those dflowMap-rfor most circuits. Moreover, the chortle-crfalgorithm and modified Roth—Karp decomposition.
level-optimized solutions produced By TO outperform those Our iterative area/level tradeoff algorith. TOis then applied
produced by all existing level-optimization algorithms excepb get the set of complete area/level tradeoff mapping solutions.
BoolMap-D BecauseALTO is iterative in nature and is orig- Experimental results show thALTO can provide not only an
inally designed to produce the area/level tradeoff curve forexcellent area/level tradeoff curve, but also the level-optimized
given design efficiently, it is not expected to find better solusolutions, which compete favorably with those provided by most
tions all the time than those produced by other algorithms, whielisting level optimization algorithms. Thus, this algorithm is
take a global view of the whole circuit and target only for thevorking well on the timing-driven technology mapping for the
level-optimized solution. So, itis very surprising thdiTOcan LUT-based FPGA architecture.
outperform most existing level-optimization algorithms. Fur-
thermore ALTO provides a framework to resynthesize the crit-
ical part of the network. Although only three techniques are uti- . N
lized currently, later developed techniques can be easily incorl[%} RT h’auprrg";’r?\l"fgﬁg'neo;c’g'lcgegfa?gﬂfii‘g JAO.SS&?QS \E'r';’i‘_'vllggshtem,
porated into this framework to further improve the quality of the “Improved logic synthesis algorithms for table look up architectures,”

algorithm. in Proc. Int. Conf. Computer-Aided Desigdov. 1991, pp. 564-567.
[3] R.J. Francis, J. Rose, and Z. Vranesic, “Chortle-crf: fast technology
mapping for lookup table-based FPGA's,®mnoc. 28th Design Automa-
VI. CONCLUSIONS tion Conf, June 1991, pp. 227—233.
. . . [4] D.Filo,J.C. Yang, F. Mailhot, and G. D. Micheli, “Technology mapping
m this paper, we propose an iterative area/leng tradeoff al- for a two-output RAM-based field-programmable gate arraysProc.
gorithm for LUT-based FPGA technology mapping. The ap-  Eur. Design Automation Confreb. 1991, pp. 534-538.
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