High capacity image steganographic model
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Abstraet: Steganography is an ancient art of conveying messages in a seeret way that only the
receiver knows the existence of a message. So a fundamental requirement for a steganographic
method is imperceplibility; this means that the embedded messages should not be discernible to
the human eye. There are two other requirements, one is to maximise the embedding capacity, and
the other is sceurity. The least-significant bit (LSB) inscrtion method is the most common and
easiest method for embedding messages in an image. However, how to decide on the maximal
embedding capacity for each pixel is still an open issue. An image steganographic model is
proposed that is based on variable-size LSB insertion fo maximisc the embedding capacity while
maintaining image fidelity. For each pixel of a grey-scale image, at least four bits can be used for
message embedding. Threc components arc provided to achicve the goal. First, according to
contrast and luminance characteristics, the capacity evaluation is provided to estimate the
maximum embedding capacity of cach pixcl. Then the minimum-error replacement method is
adapted to find a grey scale as close to the original one as possible. Finally, the improved grey-
scale compensation, which takes advantage of the peculiaritics of human visual system, is used to
eliminate the false contouring effect. Two methods, pixelwise and bitwise, are provided to deal
with the security issue when using the proposed model. ixperimental results show effectiveness

and efficiency of the proposed model.

1 Introduction

With the development of Internet technologics, digital
media can be transmilted conveniently over the network,
Therefore how 1o protect secret messages during transmis-
sion becomes an important issue. Using classic cryptogra-
phy [1] only, the encrypted message becomes chutter data
that cannot pass the checkpoint on the network. Stegano-
graphy [2] provides another layer of protection on the
secret message, which will be embedded in another
media such that the transmitted data is meaningful and
innocuous to everyone. Compared with cryptography tech-
niques attempting to conceal the content of messages,
steganography conceals the cxistence of the secret
messages.

The steganography terminology used in this paper
agrees with that in [3]. A steganopraphic method will
embed messages in a cover medium and create a stego-
media. Some steganographic methods [4, 5] use a stego-
key to embed messages for achieving rudimentary security.

There are two kinds of image steganographic techni-
ques; spatial-domain and frequency-domain based meth-
ods. Spatial-domain based methods [5-8] embed messages
in the intensity of pixels of images directly, For frequency-
domain baged methods [9-12] images are first transformed
into the frequeney domain and then messages are
embedded in the transform coefficients.
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The most common and simplest steganographic method
[13—15] is the least-significant bit (LSB) insertion method;
it embeds message in the least-significant bit. For increas-
ing the embedding capacity, two or more bits in each pixel
can be used to embed messages. At the same time, not only
the risk of making the embedded statistically detectable
increases but also the image fidelity degrades. So, how to
decide the number of bit of cach pixel vsed to embed
message becomes an important issue of image stegano-
graphy.

There are two types of LSB insertion methods, fixed-size
and variable-size. The former embeds the same number of
message biis in each pixel of the cover image, Fig. 1 shows
an example of fixed-size LSB insertion. The cover image,
shown in Fig. la, is cntitled ‘Lena’. There is a smooth arca
on the Lena’s shoulder. Fig. 15 shows the stego-image that
is derived by directly embedding fixed four random bits in
the four LSBs of cach pixel. The embedding capacity is
50% of the cover-image size. In Fig. 15, one can see some
false contours appearing on the shoulder of Lena, The
unwanted artifacts may arise suspicion and defeat the
purposce of steganography. To trcat this problem, either
less bits are used for message embedding or a variable-size
method is applied.

For the variable-size embedding method, the number of
LSBs in each pixel used for message embedding depends
on the contrast and luminance characteristics. How to
adapt these local characteristics to estimate the maximum
embedding capacity while maintaining the image fidelity is
stitl an open issue. In this paper, we propose a high-
capacity image steganographic model based on variable-
size LSB insertion. The embedding capacity will be over
50% of the cover-image size, and the image fidelity is
better than four-LSBs insertion. The most important
advantage is that no artifacts appear in the stego-image
with high embedding capacity.
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Fig. 1 Experimental result of fixed jour LSBy insertion method

a Gray-scale cover image entilled *Lena’ (512 % 512)
b Stego image using fixed four LSBs insertion
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Fig. 2 shows the block diagram of the proposed stegano-
graphic model. The input messages can be images, texts,
video, ctc. Since some content-dependent patterns in the
original messages may reveal the coxistence of the
messages, and embedding more bits of messages will
introduce more degradation, the compression module is
used first to deal with these problems. To raise the sceurity
fevel a suitable encryption algorithm [1] is then applied on
the compressed messages to conceal the meaning of
messages. Note that the encryption module can conceal
the content-dependent property, and the compression
module must be performed prior to the cneryption
module for the benelit of entropy coding. The key-encryp-
tion module is optional. The stego-key is used to locate the
cmbedding positions on the coverimage and the secret key
is used in the encryption module. If the sender and the
recciver does not share both the stego-key and the secret
key, the sender can use the public key of the receiver to
encrypt these keys, then embeds thesc encrypted keys in
fixed positions ol the stego-image. When the receiver
receives the stego-image, these keys arc extracted and
then decrypled using the private key of the receiver.

In this Section we propose a high-capacity grey-scale
image embedding module and its corresponding extracting
module. [ig. 3 illustrates the block diagram of the
modules. In the embedding module, there are three compo-
nents. The first one is for evalvation of the capacity of cach
pixel of the cover image, the others aim te incrcase the
image fidelity and eliminate the false contouring that may
appear in the smooth regions of the siego-image. Note that
the extracting module only uses the capacity evaluation
component to extract the embedded messages.

2.1 Embedding module

To meet the requirement of impereeptibility and maximise
the embedding capacity, three key concepts are used in the
embedding module. First, the embedding capacity of cach
pixel must adapt o local image characteristics, such as
contrast and luminance. Sccondly, the new grey scale of
each embedded pixel should be as close 1o the original one
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Fig. 2 Biock diagram of proposed steganographic model
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Fig. 3 Block diagram of proposed image embedding and extracting modules

as possible. Finally, the stego-image should not have any
artifact. The embedding module consists of three major
components: capacity evaluation (CE), minimum-creor
replacement (MER) and improved grey-scalc compensa-
tion (IGSC).

First, for each pixel, the CE component uses thc grey-
scale variation of neighbouring pixels and its intensity to
cvaluate its embedding capacity. Note that the local char-
acteristics should not be changed afier embedding the
message, then the same characteristics can be used to
evaluate the embedded capacity in the extracting module.
Then the MER component finds a replacing grey scale,
based on the following two requirements: The LSBs should
be identical to the embedded message bits; and the grey
scale, which mocts the first requircment, with minimum
error to the original one should be taken. Using this grey
scale to replace the original one, the maximum embedding
crror can be restricted to 2% while embedding k
message bits in £ LSBs. Note that reducing the embedding
error can lead to morc messages in the cover image.

Finally, the 1GSC component compensates the embed-
ding error from neighbouring pixels to climinate the false
contouring without impairing the quality of image percep-
tion, Tn the following, the proposed embedding module is
deseribed in detail.

2.1.1 CE component: Since the stego-image is
viewed by human beings ultimately, it is worth cxploring
the characteristic of the human visual system (HVS). The
HVS is insensitive to the noise component and the psycho-
visually redundant component in an image, thus these
components can be used to embed messages.

For penetrating an image we decompose the grey scale
of cach pixel into eight bits. The plane formed by the same
bit of cach pixel in a grey-scale image is called a bit-plane.
Fig. 4 shows the eight corrcsponding bit-plancs of Fig. la.
Observing thesc bit-planes, we see that some argas in the
six least-significant bit-plancs are bestrewn with noise. The
HVS is inscnsitive to the value change in these areas. Thus

Fig. 4 Eight bir-planes of "Lena’ (512 x 512)

g~# Light bit-planes [rom mest-significant to least-zignificant bit

290

{51 Proe.-Vis, Image Signal Process., Vol. 147, No. 3, June 2000



(x-+1, y+1)

Fig. 5  Fight neighvours of pixel p at co-ordinates (x, y)

we can usc these areas to embed messages. The main
contribution of this paper is to locate thesc arcas.

Generally speaking, the more significant bit-plane the
noise area appears in, the larger variation of grey valucs
among the neighbouring pixels there will be, and then
mare bits could be used to embed messages. So the first
step in this module is based on the grey-value variation of
neighbouring pixcls to compute the number of embedding
bits for cach pixel.

The embedding module will be applied to cach pixcl
from left to right and from top to bottom in an image
sequentially. Assume that the grey scalc of one pixel p at
co-ordinates (x, y) is denoted by f{x, y), the eight-neigh-
bours of p are shown in Fig. 5. For p, f(x, y) will be
modified according to its cmbedding capacity, which
depends on its groy scale and the grey-scale variation of
the upper and left neighbours (see shaded pixels in Fig, 5).
The advantage of using the upper and left neighbouts to
estimate the embedding capacity is that when or after the
current pixel is proccssed, the gray scales of these upper
and left neighbours will be never changed. Therclore the
embedding module and extracting module are synchronous
when estimating the embedding capacity of each pixel. Let

Max(x, y) = max{f(x — 1,y — 1), f(x — 1, ),
Ja=Ly+ 1.y — D

Min(x, ) = min{f(x — 1,y — 1), f(x— 1, ),
Ja—Ly+ 1) fly—1)

D(x,y) = Max(x, y) — Min(x, y)

Except for the boundary pixels in an image, the embedding
capacity Ka(x, y) of each pixel (x, y) is defined as

Kn(x.y) = |log, Dix, v}

According to the TTVS, the greater a grey scale is, the more
change of the grey scale could be tolerated. Thus, the
embedding capacity should be limited by the grey scale of
current pixel. Here, an upper bound for cmbedding capa-
city at pixel (x, y) is defined as

4, if flx,y) <t

Ut 3, otherwise
Note that f is set to be 191, the reason is as follows. In the
embedding maodule, the original grey scale is used to find
U(x, v) but in the extracting module, the grey scale has
been changed. To make {/(x, y) consistent the original grey
scale and the modified one should appear in the same
region ([0, £] or (#, 255]), only 191 meets this requircment.
On the other hand, according to the proposed IGSC
componcnt, described later, the lower bound for embed-
ding capacity could be sct as four bits, So the embedding
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Fig. 6 Embedding result of applying CE component of “Lena’

capacity K(x, y) of each pixel can be computed by the
following expreossion;

K{x, y) = min{max{Kn(x, v), 4}, U(x, v)}.

Fig. 6 shows the cmbedding result of applying the CE
component on ‘Lena.” The average embedding capacity of
cach pixel is 4.00 bits per pixel, and the RMS and PSNR
values arc 6.59 and 31.75 dB, respectively. Some artifacts
exist on the smooth regions of the image; these will be
solved by the IGSC component,

2.1.2 MER component. In general, eight bits arc
used fo represent the intensity of each pixel in a grey-
scale image. If we want to embed & (£ < 8) bits in a pixel,
replacing the A-T.SBs of the pixel will introduce the
smallest error than replacing any other £ bits. In this case
the maximum embedding error introduced is 2F — 1.
Considering the 256 grey scales, there are 289 grey
levels whose & LSBs arc identical to the £ embedded
bits. To achieve the highest quality we can take the most
similar grey scale among these 28 % grey scales to roplace
the original one. To reach the aim, a simple way to search
the closest grey scale is provided here.

Let f{x, ») be the original grey scale g(x y) be the gray
scale obtained by embedding & LSBs directly, and ¢'(x, »)
bc the grey scale obtained by changing the value of the
(k+ Dth LSB of g(x, ). The minimum-error grey scale
must be g(x, ¥} or £'(x, y). Let e(x, ) be the error between
S, ») and g(x, »), and ¢'(x, y) be the error between f{x, ¥)
and g'(x, ¥). If e(x, ») < e'(x. ¥), then g(x, ¥} will be used to
replace f(x, y); otherwise g'(x, y) is selected. Fig. 7
illustrates the replacing method, which contains two sleps
and is called minimum-crrot replacement (MER). Using
this method the maximum embedding error can be
restricted to 2671,

Fig. 8 shows the result of applying the MER component
on Fig. 6. 1t is quite clear that the image fidelity is

step 1

step 2
Fig. 7 7wo steps of MER component

Step 1 Embed & (=4} message bits in k£ LSBs
Step 2: Adjust the value of the (k4 1)th LSB
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Fig. 8 Result of applying MER component on Fig. 6

tncreased. The RMS vatue is reduced from 6.59 to 5.76,
and the PSNR value is increased from 31.75 to 32.92 dB,
However, some unwanted artifacis still appear in the
stnooth arcas, such as the shoulder of Lena. In the follow-
ing Section we propose a method to address this problem.

2.1.3 1GSC component. Embedding too many bits in
the smooth arca of an image will cause the false contouring
(see the face in Figs. 6 and 8). The samc phenomenon also
appears in a quantised image, this is because an insufficient
number of gray levels will not represent the smooth area of
an image well. An efficient approach to eliminate these
artifacts is known as improved grey-scale (1GS) quantisa-
tion [16]. This concept is similar (o the error diffusion
method that is commonly used in conversion of true colour
images to palette-based colour ones [17, 18]. Onc advan-
tage of error diffusion is that the average image intensity
values can be preserved.

In our IGSC component the embedding error is evenly
spread to the bottom and right neighbouring pixels (the
white neighbouring pixels shown in Fig. 5). Let e(x, »)
denote the embedding error of pixel p at co-ordinates (x, ¥},
these four bottom-right neighbouring gray scales are then
modified according to the following expressions:

S+ 1) = [y 1)+ el )
Sl Ly= 1) =[G+ 1y = 1)+ gelr)
f@+140:f&+100+%dnw

SO Ly 1) =S Ly 4 1) el )

Fig. 9 illustrates the effectiveness of applying the 1GSC
component on Fig. 8. The embedding capacity is 4.06 bits
per pixel and the RMS8 and PSNR values are 5.07 and
34.03 dB, respectively. Note that no false contouring
appears in Fig. 9.

2.2 Extracting module

The extracting module in the proposed method is very
simple, Using the samc CE component as that in the
embedding modufe to compute the embedded capacity of
each pixel, those embedding messages can be extracted
directly.

292

Fig. 9 Resulr of applving IGSC component on Fig. 8

3 Security issue of proposed modules

Up to now we have proposed a high-capacity embedding
method that could meet the imperceptible requirement.
However, the security requirement has not been addressed.
In this Section we present two solutions, pixelwisc and
bitwise, to deal with the security issue.

For each pixel, the pixelwise method will generate a
random number in [0, 1] to decide whether the pixel is used
to embed message. A stego-key is used as the seed of the
random number generator. The sender must select an
embedding ratio, which determines the number of pixels
used for message embedding, as a threshold valuc, If a
random number is smaller than the embedding ratio, the
corresponding pixel will be used for message embedding.
Note that the receiver must know the cmbedding ratio to
locate the embedded messages. One available way to tackle
this problem is to embed the embedding ratio in the cover
image. So the prerequisite for the receiver to extract the
embedded messages is the stego-key.

The bitwise method is similar to the pixelwisc one; a
random number is generated for each bit, which is origin-
ally considered to cmbed message. Assuming that the
embedding capacity of a pixel is &, then & random numbers
will be gencrated for the least significant £ bits, respec-
tively. An example, shown in Fig. 10 and Table [, is given
to illustrate the bitwise method. Suppose that the embed-
ding ratio 7'is 0.5, and the embedding capacity k is four for
some pixel, then four random numbers will be generated.

Table 1: Grey scales for the example in Fig. 10

Grey scale

Decimal Binary Search order
137 (0% 10001001)

138 (0% 10001010)

139 (0 10001011) 5 new grey-scale
140 {0 x 10001100) 3

141 (0% 10001101) 1

142 (0 x 10001110) 0 original grey-scale
143 {0 x 10001111} 2

144 {0 x 10010000) 4

145 (0 x 10G10601)

146 (0% 10010010)
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T=05
K=4
random number sequence

(0.81, 0.47,0.25, 0.63)

ariginal grey scala

142 1 o] 0

two embedded message bits 0 1

Fig. 10  iixample of applving bitwise method

Suppose that these random numibers are (.81, 0.47, 0.25,
0.63). Since the second and the third random numbers arc
smaller than 0.5, the sceond and the third LSBs will be
used for message embedding. Assuming that the original
grey scale is 142 (0 x 10001110) and the two embedded
bits arc 0 and 1. Since the grey scale 139 (0 1000101 1) is
the closest one with the third and the second 1.SB bheing 0
and 1, respectively, The original grey scale 142 will be
replaced by 139. Finally, the embedding crror will be
uniformly spread to ncighbouring pixels via the 1GSC
component,

Table 2: Experimental results of average case

Embedding method  Capacity RMS PSNR  Artifacts

4 LSBs insertion
Proposed method

4 bits/pixel 6.81 31.71 yes
4.025 bits/pizel  6.02 32,67 no

T wspaw

b
Fig. 11 Fxperimental result of proposed method
a Cover image enfitled “Maraho’ (512 x 512)
b Slego-image of proposed method (RMS =2 6,34, SNR = 32.0913)
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4 Experimental resuits

We have tested the proposed embedding module on a
number of gray-scale images. licst, to test the image fidelity
in the worst casc, in cach cover image the maximum amounts
of random messages were embedded using the proposed
method. Note that all the embedded random messages used
in our experiments were obtained by applying DES cocryp-
tion algorithm [1] on cach image. Two objective fidelity
criteria, the RMS crror and the peak signal-to-noise ratio
(PSNR), are used to evaluate the performance of our method
and thal of the four-LSBs insertion. Then we embed from
90% to 10% of maximal capacily to compare the image
fidelity between pixelwise and bitwise methods.

On the average case, our proposed method can cmbed
4.025 bits in each pixel, the embedding capacity is a little
more than four bits. Furthermore, the RMS and PSNR are
listed in Table 2. I'rom "Table 2 one can see that the perfor-
mance of the proposed method is better than that of the four-
1.SBsinsertion. In addition, the great benefit of our proposed
method is that no false contours appear in the smooth arca.

Fig. 1la shows a grey-scale image entitled “Maraho’,
obtained from a scanner; its background is near-white
colour. Fig. 115 shows the result of embedding the maxi-
mum capacity (1043351 bits, 4.011 bits per pixel) in Tig.
Lla. The RMS and PSNR measure for Fig. 115 arc 6.34
and 32.09 dB, respectively. I'rom the viewpoint of human
cyes these two images are almost indistinguishable.

From the description in the previous Section, more
random numbers are nceded and a sequential search is
necessary in the bitwise method. So the pixelwise method
is more efficient than the bitwise one in the issue of
computational spced. Now, we embed random mossages
with cmbedding capacity ranging from 90% to 10% of
maximal capacity to compare the stego-image fidelity
between these two methods. lig. 12 illustrates the RMS

RMS

PSNR

30 1 L 1 [} L L 1 i
90 80 70 60 50 40 30 20 10

embedding capacity, %
b
Fig. 12 Comparison of pivelwise and bitwise methods
- pixclwise
-LJ- bitwise
a RMS
b PSNR
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and PSNR curves on the average casc. Clearly, both RMS
and PSNR measurements of bitwise method are betler than
those of pixelwise one. From the fidelity issue, the bitwise
method is a better choice. The fidelity of all stego-images
through applying these two mcthods is acceptable fo
human eyes. Therefore the sender can choose different
methods to increase the difficulty of steganalysis on these
stego-images. This is the major benefit of supporting these
two sceurity methods in the proposed model,

5 Conclusions

We have introduced an image steganographic model and
have proposed a new high-capacity embedding/extracting
module that is based on the variable-size LSB insertion. In
the embedding part, based on the contrast and luminance
property, we used three components to maximisc the
capacity, minimise the embedding crror and eliminate the
false contours. Using the proposed method we embeded at
least Tour message bits in each pixel while maintaining the
fmperceptibility requirement, For the sccurity requirement
we have presented two different ways to deal with the issuc.
The major benelit of supporting these two ways is that the
sender can use different methods in different sessions to
increase difficully of stcganalysis on these stego images.
Using only the stego-key, which is used as the seed of the
random number generator, the recciver can cxtract the
embedded messages exactly. Experimental results show
that the proposed model is effective and eflicient.
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