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Temperature Prediction Using Fuzzy Time Series

Shyi-Ming Chen Senior Member, IEEEaNnd Jeng-Ren Hwang

Abstract—A drawback of traditional forecasting methods is that R union of fuzzy relations;
they can not deal with fore_cast_ing problems in_which the _historicz_il “o” Max-Min composition operator.
data are represented by linguistic values. Using fuzzy time series | axag g |ot of time to compute the union of fuzzy relatidhs
to_deal with forecasting problems can overcome this drawback. In but it is computed only once. In [19], Soreg alproposed the
this paper, we propose a new fuzzy time series model called the ™ : - T ’ |
two-factors time-variant fuzzy time series model to deal with fore- time-variant fuzzy time series model. The model also uses (1),
casting problems. Based on the proposed model, we develop twobut the calculation of the union of fuzzy relatioRss different
algorithms for temperature prediction. Both algorithms have the  from the method in [18]. The method presented in [19] takes
advantage of obtaining good forecasting results. less time to compute the union of fuzzy relatidigbut it must
Index Terms—Main-factor fuzzy time series, second-factor fuzzy recalculateR when we want to forecast the enrollments of dif-
time series, temperature prediction, time-invariant fuzzy time se- ferent years. The time complexities of the methods in [18] and
ries, time-variant fuzzy time series. [19] are allO(kn?), wherek is the number of fuzzy logical re-
lationships, andh is the number of elements in the universe of
|. INTRODUCTION discourse. Although some researchers have proposed new fuzzy

time series models to improve Song's model, such as [4], [5], [7],

I T |s_obV|ous_tha_1t forecasting aciivities play an mportargnd [21], all of these models can only deal with one-factor fore-
role in our daily I|fe. E"?ry day the weather forecast tells uc?asting problems. In [4], we presented a time-invariant fuzzy
\CIthat the t\)N ef ther th'” b(?[hhke tonjorro;/v. tWe can Tre\éent hu fme series method to forecast university enrollments. In [5],
amage by forecasting Ihe coming of storms or typhoons. %\y proposed a time-variant fuzzy time series model which used
usually forecast many things concerned with our daily life, su pert opinions and genetic algorithms. In [7], we presented a

as economy, StOCI.( markit, population growth, weather, etc. Re-factor time-variant fuzzy time series model and proposed
make a forecast with 100% accuracy may be impossible, but algorithm for handling forecasting problems. In [21], Sul-

can do our best to reduce the forecasting errors or increaseI £ et al proposed the Markov model which used linguistic
speed of the forecasting process. To solve the forecasting pr, els witﬁ probability distributions

lems, many researchers have p_rc_)posed many Qifferent meth_o this paper, we propose a new fuzzy time series model
or models. A drawback .Of trad|t|ongl forecastmg_meth_ods {¥hich is called the “two-factors time-variant fuzzy time series
that they can not deal with forecasting problems in which t odel” to deal with forecasting problems. Based on the
historical data are linguistic values. In order to overcome t eFoposed model, we develop two algorithmé for temperature

drawback of the traditional forecasting methods, in [17], So diction. The proposed algorithms have the advantage that
and Chissom proposed the concepts of fuzzy time series to i/ can obtain good forecasting results

with the forecasting problem in which the historical data are lin- The rest of this paper is organized as follows. In Section 11, we

gui_stic values. In [18] an_d [19], they proposed two fuzzy timBrieﬂy review some basic concepts of fuzzy set theory [8]-[11],
Series models to deal with the forecastmg problems for for&—S] and fuzzy time series [17]-[19]. In Section Ill, we propose
casting enroliments of the University of Alabama. the two-factors time-variant fuzzy time series model and pro-

Illn [18], Sforrl‘geball. use theff(;!IIO\t/)vmg r.nethod to forecast en'pose two efficient algorithms for temperature prediction. The
roliments of the University of Alabama: conclusions are discussed in Section IV.

Ft) = F(t=1)o B (1) II. Fuzzy SET THEORY AND Fuzzy TIME SERIES
where In the following, we briefly review some basic concepts of
F(¢t—1) fuzzified enroliment of yeat — 1; fuzzy set theory from [8]-[11], and [28]. A fuzzy set is a class
() forecasted enrollment of yearrepresented by with fuzzy boundaries. A fuzzy set can be characterized by a
fuzzy sets; membership function defined as follows.

Definition 2.1: Let I/ be the universe of discourse. A fuzzy

subsetA on the universe of discour€é can be defined as fol-
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Definition 2.2: Let I/ be the universe of discoursé&, = Definition 2.7: Assume that’'(¢) is a fuzzy time series, and
{u1,u2,...,u,}, andU be a finite set. A fuzzy setl can be R(¢,t—1)is afirst-order model of'(¢). If R(t,t—1) = R(t—
expressed as follows: 1,t — 2) for any timet, then F(¢) is called the time-invariant

fuzzy time series. IfR(¢,¢ — 1) is dependent on timg that is
" R(t,.t— 1) may be different fronR(t — 1, ¢ — 2) for anyt, then
A= Z fa () /i F(t) is called the time-variant fuzzy time series.
= In [18], Song and Chissom proposed the time-invariant fuzzy
= palur)/ug + palug)fug + - - + pa(un)/u, (3) time seriesmodel. In[19], Sore al. proposed the time-variant
fuzzy time series model. Both of these two models only used
one factor to forecast the enrollments of the University of Al-
where the symbol % " means the operation of union insteathbama. In fact, an event may be influenced by many factors. In
of the operation of summation, and the symbgl feans the the following, we propose a new fuzzy time series called the
seperator rather than the commonly used algebraic symbokgb-factors fuzzy time series.
division. Definition 2.8: Assume that fuzzy time serid&t) andG(t)
Definition 2.3: Let U be the universe of discourse, whére gre the factors of the forecasting problems. If we only g8
is aninfinite set. A fuzzy set of U can be expressed as followsio solve the forecasting problems, then it is called a one-factor
fuzzy time series. If we use both(¢) and G(¢) to solve the

forecasting problems, then it is called a two-factors fuzzy time
A= / pa(ui)/ui,  Yu; € U. (4)  series.
U

Definition 2.4: Let A be a fuzzy set of the universe of dis-
coursel/. The a-significance level [27A,, of the fuzzy setd
is defined as follows:

Il. A NEw Fuzzy TIME SERIES MODEL FOR
TEMPERATUREPREDICTION

In [7], we have presented a one-factor time-variant fuzzy time
pa () = {NA(UL if uA(U_) >« ) series quel and proposgd an algorithm (called A.Igorithm-A)
a 0, otherwise for handling the forecasting problems. However, in the real-
world, an event can be affected by many factors. For example,
the temperature can be affected by the wind, the sunshine dura-
wherea € [0,1]. tion, the cloud density, the atmospheric pressurg etc. If we
The concept of fuzzy time series was proposed by S&ingony use one factor of them to forecast the temperature, the fore-
al. [17]. In a traditional time series, the values of observatiorb%sting results may lack accuracy. We can get better forecasting
of a special dynamic process are represented by crisp numerjga,its if we consider more factors for temperature prediction. In
values. However, in a fuzzy time series, the values of obser\[gl [18], [19], and [21], the researchers only use the one-factor
tions of a special dynamic process are represented by linguigfiézy time series model to deal with the forecasting problems.
values. In[18] and [19], Soret al.used the fuzzy time series tojp, thjs section, we propose a new forecasting model which is
forecast the enrollments of the University of Alabama, and theywwo-factors time-variant fuzzy time series model. Based on
got good forecasting results. In the following, we briefly reviewhe proposed model, we develop two algorithms which use two

the concept of fuzzy time series from [17].  factors (i.e., the daily average temperature and the daily cloud
Definition 2.5: Assume thatt’(t) (¢ = ...,0,1,2,...) s density) for temperature prediction.
a subset of real numbers and is the universe of discourse, anfefinition 3.1: Assume thaty'(t) (¢ = ...,0,1,2,...)

assume that fuzzy sets(t) (i = 1,2,...) aredefined o’(¢). is a subset ofR and is the universe of discourse. Let
Let I"(¢) be a collection ofu;(t) (i = 1,2,...). Then,F'(§)is  p(+) and G(¢) (t = 1,2,...) be two fuzzy time series
called a fuzzy time series &f(¢) (t = ...,0,1,2,...). on Y(), where F(¢) = {ui(t), p12(t), ..., pin(®)},

We can see thaf'(¢) is a function of timet, and yi(t)  G(#) = {11 (), i2a(t), - . ., puzn ()}, pu2a(t) is a fuzzy set on
are linguistic values of'(¢), where;(t) (¢ =12.. .) are Y (t), p2i(t) is a fuzzy set oy’ (£), andl < ¢ < n. Assume that
represented by fuzzy sets. In [17], Saztgal divided the fuzzy \ye want to forecast'(t) and use(#) to aid the forecasting of
time series into two categories which are the time-invaria@,f(t), thenF(¢) andG(¢) are called the main-factor fuzzy time
fuzzy-time series and the time-variant fuzzy time series definggdries and the second-factor fuzzy time series of the two-factors
as follows. _ time-variant fuzzy time series model, respectively.

Definition 2.6: If 1(¢) is caused by"(t — 1) denoted by  For example, in the proposed two-factors time-variant
F(t) — F(t — 1), then this relationship can be represented by, time series model for temperature prediction, “the

daily average temperature” and “the daily cloud density” are
F(t) = F(t — 1) o R(t,t — 1) (6) qalled th.e main-fac.tor and_the second-factor .of the two-factors
time-variant fuzzy time series model, respectively.
The fuzzified variationf(¢) of the main-factor fuzzy time
whereR(t,t—1) is a fuzzy relationship betwedn(t) and/'(t— seriesF'(t) between time and timet — 1 can be described
1) and is called the first-order model &f(¢). as follows. Assume that the universe of discourséas been
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divided into mintervals (i.ey, w2, . .., andu,,). Furthermore, TABLE |
; ot ; HISTORICAL DATA OF THE DAILY
assume that there afelinguistic terms (I'e"Al’_A2’ -+, and AVERAGE TEMPERATURE FROMJUNE 1996 TO SEPTEMBER 1996
Ay) described by fuzzy sets shown as follows: IN TAIPEI (UNIT: °C) [2]
Ay = I“LAl(ul)/ul + I“LAl(U'Q)/U'Q +otra (um)/um Month |y o July August September
As = piaa(uy)/u ao(u2) fus + - -+ pao(tm) /Upm. Day
2 = praz(ur)/ur 4 pas(ua) /uz + -+ prao(Um)/tm ; ST 3979 1 573
: 2 27.6 28.4 28.9 26.8
' 3 29.0 29.2 28.9 26.4
A = par(ur)/ur + par(u2)/ug + -+ + pear (Um)/tm 4 30.5 29.4 293 275
@) 5 30.0 29.9 28.8 26.6
where the maximum membership valueAfoccurs at,; and > ne g o
1 < ¢ < k. If the difference of the historical data of the main- g 29.4 293 282 29.0
factor fuzzy time serie'(t) between time and timet — 1 is 13 ;gi ;g; ;;g ;gg
z andz € wu;, then the fuzzified_variatio_lf (¢) of the histqrical " 9.3 284 28.9 299
data of the main-factor fuzzy time serié¥¢) between time 12 28.5 29.6 28.1 30.5
. . PR . 13 28.7 27.8 29.9 302
and timet — 1 is A;, wherel < ¢ < k. That is, 14 575 291 276 303
15 29.5 27.7 26.8 29.5
_ 16 28.8 28.1 27.6 28.3
F#) = lnaiun)  pailuz) - poai(um)]- 17 29.0 28.7 27.9 286
18 30.3 29.9 29.0 28.1
The fuzzified datg(t) of the second-factor fuzzy times series 1? 302 308 292 28.4
: ) 20 30.9 31.6 29.8 28.3
G(t) at time¢ can be described as follows. Assume that the »; 30.8 314 29.6 26.4
arek linguistic terms (i.e.By, Bz, .. ., andBy) represented by g ;g; 313 293 §5~7
fuzzy sets to describe the fuzzified historical data of the secor 3, 274 31§ §§§’ 2;8
factor “the daily cloud density”, where the daily cloud densit 25 27.7 28.9 28.6 25.8
o 0 26 27.1 28.0 28.7 26.4
ranges from 0% to 100% 27 28.4 28.6 290 25.6
28 27.8 28.0 27.7 24.2
By = ppi(ur)/ur + ppi(uz)/ue + -+ + a1 (Um)/tm gg gg'g 53'3 %2% igg
By = ppa(u1)/ur + pp2(uz)/uz + - + pp2(tm) /wm 31 ' 26.9 277 '
By = i) /un + popk(u2)/uz + -+ prsi(tm)/m: — pymper of elements in the universe of discouGg.and O

(8) arecrispvalued) < ¢; £1,0<0;; £1,1 <4 <w—1,
andl < j < m.

From (9) and (10), we can see that both the criterion vector
C(¢) and the operation vect@p*(¢) are caused by the main-
factor fuzzy time serieg'(¢). In the following, we define the
second-factor vecto§(¢) which is composed by the second-
factor fuzzy time serie&/(¢).

Definition 3.2: Let G(¢) be a second-factor fuzzy time series
in the universe of discourse. The second-factor ve§{@) is
described by

If the datay of the second-factor fuzzy time serieg90, 100],
then the fuzzified data of is B;. If y € [75,90), then the
fuzzified data ofy is B,. If y € [60,75), then the fuzzified
data ofy is Bs. If y € [45,60), then the fuzzified data of
is By. If y € [30,45), then the fuzzified data of is B;. If
y € [15, 30), then the fuzzified data of is Bg. If 4 € [0, 15),
then the fuzzified data of is B.

To forecast the data of timg we must decide the window
basisw. Then, we can get the criterion vectd(¢) and the op-
eration matrix0*(t) at timet which are expressed as follows:

SE)=gt—-1)=I[51 S2 -+ Su] (11)
CH=ft-U=[c & - Cul © whereS(t) is the second-factor vector at timeg(t — 1) is the
fuzzified data of the second-factor fuzzy time sefi&s) at time
t — 1, m is the number of elements in the universe of discourse,
rft—2) S; € [0,1], andl < ¢ < m.
f(t—13) The fuzzy relationship of the one-factor time-variant fuzzy
0"(t) = : time series model is the relationship between the operation
' matrix and the criterion matrix. In the two-factors time-variant
Lf(t = w) fuzzy time series model, we must decide the fuzzy relationship
[ Ou O12 Orm between the criterion vector, the operation matrix, and the
_ On O22 Oom (10) second-factor vector. The new fuzzy relationship matrix is
B : : : : defined as follows.
LOw—1)1 Ou—1y2 = Otuo—1ym Definition 3.3: Assume thatf'(t) is the main-factor fuzzy

time series and(¢) is the second-factor fuzzy time serié¥)
wheref(t—1) is the fuzzified variation of the main-factor fuzzyis a criterion vector orF'(t), O*(t) is an operation matrix on
time seriesF(t) between time — 1 and timet — 2,m is the F(¢), andS(t) is a second-factor vector @k(t). The fuzzy re-
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TABLE I TABLE Il
HISTORICAL DATA OF THE DAILY CLOUD DENSITY FROM JUNE 1996 TO FuzzIFIED HISTORICAL DATA OF THE MAIN-FACTOR (THE DAILY AVERAGE
SEPTEMBER1996IN TAIPEI (UNIT: %) [2] TEMPERATURE) AND THE SECOND-FACTOR (THE DAILY CLOUD DENSITY)
IN JUNE 1996IN TAIPEI
Month June July August September
Day Day Variation of the Fuzzified Variation Data of the Fuzzified Data of
1 36 15 100 29 Main-Factor of the Main-Factor ~ Second-Factor the Second-Factor
2 23 31 78 53 (Unit: °C) (Unit: %)
3 23 26 68 66
4 10 34 44 50 1 36 B,
5 i3 2 56 53 2 L3 N z B
3 1.4 As 23 Bs
6 30 28 89 63
4 15 A 10 B;
7 45 50 71 36
5 0.5 As 13 B;
8 35 34 28 76
6 0.5 Ay 30 B;
9 26 15 70 55 7 02 A e B
10 21 3 44 31 3 03 A pod Be
11 43 36 48 31 9 .0.6 As 2 Bs
12 40 13 76 25 10 0.6 As 21 Bs
13 30 26 50 14 11 0.1 A, 43 Bs
14 29 44 84 45 12 038 A, 40 Bs
15 30 25 69 38 13 0.2 A, 30 Bs
16 46 24 78 24 14 12 A, 29 Bs
17 55 26 39 19 15 2.0 A 30 Bs
18 19 25 20 39 16 -0.7 Ay 46 B,
19 15 21 24 14 17 0.2 Ay 55 B,
20 56 35 25 3 18 1.3 As 19 Bs
21 60 29 19 38 19 0.1 A4 15 Bg
22 96 48 46 70 20 0.7 As 56 B
23 63 53 41 71 2t 0.1 A 60 B;
24 28 44 34 70 2 2.1 A 96 B
25 14 100 29 40 n -0.9 As 63 Bs
26 25 100 31 30 24 -04 As 28 B
27 5o 91 4 34 25 0.3 As 14 B,
28 55 84 14 59 26 06 As 2 Bs
29 %9 13 28 %3 27 13 Ag 29 Be
28 0.6 A; 55 B,
30 19 46 33 38
3 9 e 29 1.2 Ag 29 Bs
30 1.2 Ag 19 Bg

lationship matrixR(t) betweenC(t), 0 (t), andS(t) is equal ) )

to R(t) = O(¢) ® S(t) ® C(t), where we have (12), shown | In the following, we propose a new algorlt_hm caII(_ed Algo-
at the bottom of the pagex is the number of elements in the'ithm-B based on the proposed two-factors time-variant fuzzy
universe of discoursez;; = O;; x §; x Cj, 1 <i < w—1, UMe series model and we will use two factors (i.e., the daily

1 < j < m, and “x” is the multiplication operator. average temperature and the daily cloud density) for tempera-

From the fuzzy relationship matrik(t), we can get the fuzzi- ture prediction from June 1996 to September 1996 in Taipei,

fied forecasted variatiofi(t) between time and timet — 1 de- Taiwan, where “the daily average temperature” and “the daily
scribed by cloud density” are called the main-factor and the second-factor

of the two-factors time-variant fuzzy time series model, respec-

F() = [Max(Ruy, Ray, - Riue1y1) tively. The algorithm is now presented as follows.

Algorithm-B:
Max(Ruz, Roz, -, Riw-1)2) Step 1) Partition the historical data into suitable groups
MaX(le Rom, ... 7R('zu—1)m,):| (13) and perform the following forecasting steps to each
group, respectively. For example, we partition the
where f(¢) is the fuzzified variation of the fuzzy time series historical data into four groups, i.e., June, July,
F(t) between time and timet — 1. August, and September, as shown in Table I.
011 X Sl X Cl 012 X SQ X CQ s 01m X Sm X Cm
021 X Sl X Cl 022 X SQ X CQ e OQm X Sm X Cm
R(t) = X . . .
—O(w—l)l X Sp x Cy O(w—l)2 XSy xCy - O(w—l)'rn X S X Cpy,
Rll Rl? Tt ern

R21 R22 Tt Ran (12)

LRw-1)1 Bro-12 " Bro-1)ym



CHEN AND HWANG: TEMPERATURE PREDICTION USING FUZZY TIME SERIES

M4
2 F . A
Temperature " |
Co otN I oo
WL
28 | "' '
i
: :
26 |
24 f
2
June 1 July 1

Date

Curve of the actual temperature and forecasted temperature of Algori

Step 2) Compute the variations of the main-factor fuzzy time

series between any two continuous data. Find the
maximum decreas®;, and the maximum increase
Dpg between any two continuous data, and define the
universe of discours€, U = [Dy, — D1, Dr+ D4,
whereD; andD, are suitable positive numbers. For
example, assume that we want to forecast the tem-
perature of June 1996 in Taipei. From Table I, we
can see thaD; = —2.1, andDgr = 2.0. We set

D; = 0.1, Dy = 0. Then, the universe of discourse
can be defined af = [—2.2,2.0].

Step 3) Partition the universe of discourgé into sev-

eral even length intervalsu;,us,...,u,. FOr
example, in this case, we partition the universe of
discourseU into seven intervalsuy,us, ..., u7,
whereu; = [-2.2,-1.6], vz = [-1.6,—1.0],
uz = [-1.0,-04], wa = [-04,0.2],
us = [0.2,0.8], ug = [0.8,1.4], andu; = [1.4,2.0].

Step 4) Define fuzzy sets on the universe of discotifger

the fuzzified variation of the main-factor fuzzy time
seriesF'(t). In this case, we consider seven fuzzy
sets which are4; =(very big decrease A, =(big
decreasg As=(decreasg A,=(no changg A; =
(increase, Ag = (big increasg A7 = (very big
increase, where the fuzzy setd;, A,, ..., and A

in the universe of discourdé are defined as follows:

AT I I j
/f \"o ' M‘\, I ( \ "\

267

Actual Temperature
—— Window Basisw=2

—————— Window Basis w = 3

Al I\" \ l*‘

"
'»
Y

August 1 September 1

thm-A with the windowbas2sandw = 3.

Step 5) Define fuzzy sets on the universe of discolfser
the second-factor fuzzy time seri@$ét). In this case,
the second-factor fuzzy time series is the daily cloud
density which ranges from 0% to 100% as shown
in Table Il. We consider seven fuzzy sets which are
B, = (very, very cloudy, B, = (very cloudy,
B3 = (more or less cloudy B, = (cloudy), B; =
(little cloudy), Bg = (very little cloudy), By =
(very very little cloudy for the second-factor fuzzy
time series. We describe some human knowledge as
follows.

1) When the cloud density increases, it seems that
the weather becomes bad and the tempera-
ture may go down. When the cloud density
decreases, it seems that the weather becomes
good and the temperature may go up.

2) When yesterday's cloud density was very low,
that means that yesterday was a sunny day. It
is more likely that today's cloud density will
increase and itis less likely that the cloud den-
sity will decrease. Thus, a decrease of the tem-
perature has a higher possibility than an in-
crease of the temperature.

3) When yesterday's cloud density was very high,
that means that yesterday was a cloudy day. It
is more likely that today's cloud density will
decrease and it is less likely that the cloud
density will increase. Thus, an increase of the

A1 =1/u1+0.5/u34+0/uz+0/1us+0/us+0/us+0/uz,

As=0.5/u1+1/us4+0.5/uz+0/1s+0/us+0/us+0/uz,
A3=0/u1+0.5/u2+1/u3+0.5/1s+0/us4+0/us+0/ur,
Ay=0/u1+0/uz2+0.5/uz+1/us+0.5/us4+0/us+0/uz,
As;=0/u1+0/uz+0/u3+0.5/us+1/us+0.5/us+0/uz,
Ae=0/u1+0/us+0/uz+0/us+0.5/us+1/ug+0.5/uz,
A7=0/u14+0/u2+0/u3+0/us+0/u5+0.5/ug+1/u7.

temperature has a higher possibility than a de-
crease of the temperature.

According to the human knowledge described

above, we can define fuzzy sets, Bs,..., Bz on
the universe of discourdé, 7 = {u,us, ..., uz},
as follows:

By IO/U,l+0/U,2+0.5/U,3+1/U,4+1/U,5+1/U,6+1/U,7,

(14) BQIO/U,l+0.5/U,2+1/U,3+1/U4+1/U5+1/u6+1/u7,
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Actual Temperature
——— Window Basis w =4

~~~~~~ Window Basisw=135

Date

Au'gust 1

Septer'nber 1

Fig. 2. Curve of the actual temperature and forecasted temperature of Algorithm-A with the windowbasésandw = 5.

B3=0.5/u1+1/us+1/ug+1/ua+1/us+1/ug+1/ur,
By=1/w1+1/us+ 1/ us+1/ua+1/us+1/ue+1/uz,
Bs=1/u+1/us+1/ug+1/us+1/uz+1/us+0.5/uz,
Bs=1/uy+1/us+1/us+ 1/us+1/uz40.5/ug+0/urz,
Br=1/u1+1/us+1/us+1/us+0.5/us+0/us+0/ur.

(15)
Step 6) Fuzzify the variation of the main-factor (i.e., the

daily average temperature) fuzzy time series and
fuzzify the data of the second-factor (i.e., the cloud

is the date for which we want to forecast the temper-
ature. From the fuzzy relationship mati(¢), we

can get the fuzzified forecasted variatif(t) based

on (13). Then, we can evaluate the fuzzified fore-
casted output. For example, if we set window basis
w = 4, and we want to forecast the average temper-
ature for June 15, 1996, in Taipei. Then, we can seta
3 x 7 operation matrixO*(t), al x 7 second-factor
vectorS(t), and al x 7 criterion vectorC(¢) shown

as follows :

density) fuzzy time series. The fuzzification method©O*(June 15, 1996)

is described as follows:

1) Assume that the variatignof the main-factor
fuzzy time series belongs to the interval
(i.e.,p € u;), and assume that, from (14), we
know that the maximum membership value of
fuzzy setA; occured at;, then the fuzzified
variation ofp is A;.

2) If the datay of the second-factor fuzzy time
seriese [90, 100], then the fuzzified data of
is By. If y € [75,90), then the fuzzified data
of y is By. If y € [60, 75), then the fuzzified
data ofy is Bs. If y € [45,60), then the fuzzi-
fied data ofy is Ba. If y € [30,45), then the
fuzzified data ofy is B;. If y € [15,30), then
the fuzzified data ofy is Bg. If y € [0,15),
then the fuzzified data afis B;. For example,
the fuzzified variation of the main-factor (i.e.,
the daily average temperature) fuzzy time se-
ries and the fuzzified data of the second-factor
(i.e., the cloud density) fuzzy time series in
June 1996 in Taipei are shown in Table .

Step 7) Choose a suitable window basisand define the
criterion vectorC(¢), the operation matrbO* (),
and the second-factor vect6i(¢). Then, calculate
the fuzzy relationship matri(¢) between the cri-

[ fuzzy variation of the main-factor of June 13, 1996

= | fuzzy variation of the main-factor of June 12, 1996

| fuzzy variation of the main-factor of June 11, 196

= | A5
_A4
[0 0 05 1 05 0 0
=|lo 05 1 05 0 0 0
0 0 05 1 05 00

S(June 15, 19963} fuzzy data of the second-factor
of June 14, 1996= [Bs]

(vBD) (BD) (D) (NC) () (Bl) (VvBI)

=[1 1 1 1 1 05 0]
C (June 15, 1996)= fuzzy variation of the main-
factor of June 14, 1996 [A;]

(vBD) (BD) (D) (NC) () (BI) (VvBI)

=05 1 05 0 0 © 0].

Calculate the relation matriR(¢) by R(t)[¢, j] =

O*®)li,j] @ Sl @ C(A)[4], wherel < i < 3,
andl < j < 7. Then, based on (12), we can get

0 0 025 00 0 0
R(June 15,1996% |0 05 05 0 0 0 O
0 0 025 00 0 0

1in Step 7, the following abbreviations are used: VBD = very big decrease;

terion vectorC(t), the operation matri*’(t), and  gp = big decrease: D= decrease; NC = no change: | = increase; Bl = big in-
the second-factor vectdi(t) based on (12), where t crease; and VBI = very big increase.
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Fig. 3. Curve of the actual temperature and forecasted temperature of Algorithm-A with the windowbasgegndw = 7.
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Fig. 5. Curve of the actual temperature and forecasted temperature of Algorithm-B with the windowbasgandw = 3.
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Fig. 6. Curve of the actual temperature and forecasted temperature of Algorithm-B with the windowbaséandw = 5.
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Based on (13), we can get the fuzzified forecasted TABLE IV
variationf(June 15, 199}Sshown as follows: AVERAGE FORECASTINGERRORS OFALGORITHM-A AND ALGORITHM-B WITH
DIFFERENTWINDOW BASES FORTEMPERATURE PREDICTION

f(June 15,1996%=[0 0.5 05 0 0 0 0]

Step 8) Defuzzify the fuzzified forecasted variations of th
main-factor fuzzy time series obtained in Step 7. W W=2 w=3 w=d4 w=5S w=6 w=7 w=8§
use the fOIlOWing Combined methOd to defuzzify th( Algorithm-A [7] to Forecast 3.04% 3.48% 3.49% 3.57% 3.81% 3.88% 4.09%

. .. . the Temperature of June
fuzzified forecasted variations: Algorithm-B to Forecast the  [2.90% 3.23% 3.37% 3.44% 3.67% 3.82% 3.97%

. e Temperature of June
1) If the grades of membership of the fuzzifiec ‘Algorithm-A [7] to Forecast _ |[3.09% 3.07% 4.22% 4.34% 4.47% 435% 458%

forecasted variation are all 0, then we set th the Temperature of July

forecasted variation to 0 Algorithm-B to Forecast the 2.88% 3.86% 4.18% 4.26% 4.43% 4.35% 4.54%
) Temperature of July

2) If the maximum membership of the fuzzified Aigorithm-a (7] to Forecast  [3.49% 3.72% 3.79% 3.83% 3.67% 3.66% 3.72%

forecasted variatiorf(¢) occurred atw; and ilf Teﬂ;ilergwreFofAuguS}tl o 36

. . . ithm-B t t] . K 1% 3.79% 3.58% 3.56% 3.63%

the midpoint ofu; is m;, then the forecasted Tenpotene of Avns © 368% 371% 379% 3.38% 3.56% 3.63%

variation ism;. If the maximum membership Algorithm-A[7] to Forecast  [3.37% 3.67% 3.72% 3.56% 3.78% 3.68% 3.60%

i iati _ the Temperature of September

of the fuzzified forecasted varlatlof\(t) 0(_: Algorithm-B to Forecast the 3.33% 3.58% 3.63% 3.47% 3.68% 3.57% 3.49%

curred atug, ua, ..., and u, and the mid-  Temperature of September
points ofwuy, us, ..., andwu aremy, ma, ...,

andmy, respectively, then the forecasted vari-

ation is(my + ma + - -+ + mu) /k [4]. TABLE V

For example, in the above, we can see that the DAILY AVERAGE TEMPERATURE FROMMAY 199570 OCTOBER 1995

. . . IN TaiPe!l (UNIT: °C) [2]
maximum membership value gfJune 15, 1996is

Window Bases

0.5 which occurs at.; andus, where the midpoint Month
. . ) . May June July August September  October
of uy is —1.3 and the midpoint ofi3 is —0.7. Thus,  Day

L. . 1 27.0 28.9 28.4 284 29.8 28.4
the forecasted variation of June 15, 1996-is-1. 2 26.5 288 29.1 26.7 29.8 28.8
in- 3 25.0 284 28.7 26.1 29.6 30.1
Step 9) CaIcuI.ate the' forecasted data of the main fact > o 289 b e 03 503
fuzzy time series. The forecasted data is equal s 185 256 29.0 275 29.7 283
the forecasted variation plus the actual data of tt § 23 0 23 o o o
last day of the main-factor fuzzy time series. Fo 3 235 277 30.1 29.8 30.5 246
. P X X 28. 30.6 30.1 24.0
example, if the forecasted variation of June 1t | aeus oo e 207 o
1996, is—1, and the actual daily average temper }; ggé %2‘11 ggi ggg ;gg gi;
ature of June 14, 1996 is 27.5, then the forecast: 3 263 25.8 278 275 277 245
i 14 25.8 26.5 28.5 279 272 26.4
average temperature of June 15, 1996 is equal s o e i o i e
275+ (—1) = 26.5. 16 183 274 29.4 294 262 242
i H H H 17 21.3 29.0 30.0 30.1 254 24.1
Figs. 1-4 show the forecasting results using Algorlthm—, 18 e 278 I 300 554 245
from June 1996 to September 1996, where Algorithm-A on 19 259 299 313 303 2538 239
uses one factor (i.e., the daily average temperature) for temg. 3, e e b 0y oo o
ature prediction. Figs. 5-8 show the forecasting results usi ;g ;gg gig ;ﬁﬁ gg; §§§ gig
Algorithm-B from June 1996 to September 1996 with differer 34 242 307 2%.8 2.6 25.1 718
window basis. Table IV shows the forecasting errors of the dai 25 270 308 270 259 254 214
. . . 26 27.8 312 290 28.1 259 222
average temperature using Algorithm-A [7] and Algorithm-E 27 277 315 29.0 294 26.6 23.0
i i i 28 27.9 25.7 29.9 30.6 27.1 23.5
ywth @ffgrent window bases from.June 1996 to September 19 25 A 500 209 263 3
in Taipei. In general, the forecasting accuracy of the two-factc 3o 203 280 286 294 276 240
time-variant fuzzy time series algorithm Algorithm-B is bette 3! 22:3 277 303 223

than the one-factor time-variant fuzzy time series algorithm Al-

gorithm-A [7]. In order to further enhance the forecasting accu-

racy of the proposed algorithm Algorithm-B, we will modify Al- MaximumZ;,. and the minimunt,,;, of these2k+1 data. The

gorithm-B into Algorithm-B' to further reduce the forecastingforecasted temperature of datean not be bigger thafi.... and

errors. not be smaller thafii,;,. The algorithm Algorithm-B is now
In the following, we will propose the algorithm Algorithm#B Presented as follows:

based on the concept efsignificance level [27], where: ¢~ Algorithm-B~:

[0, 1], and the repeated transition method, where Algorithi-B Step 1) Partition the historical data into suitable groups.

is essentially a modification of Algorithm-B. Step 2) Compute the variations of the main-factor fuzzy
Definition 3.4: Assume thatF'(¢) and H(t) are fuzzy time time series between any two continuous data. Find
series of the daily average temperature, whé(e) is last year's the maximum decreasP; and the maximum in-
(1), f(¢) is the data off'(¢) at datet, andh(¢) is the data of creaseDpg, and define the universe of discourse
H(t) at datet. The boundary off (¢) ranges fromh(t — k) to U=[Dr— Dy, Dgr+ Ds], whereD; andD; are

h(t+ k), wherek is the boundary length. Then, we can find the suitable positive numbers.
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Fig. 9. Curve of the actual temperature and forecasted temperature of AlgorithwitiBthe window basesr = 2 andw = 3.
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Fig. 10. Curve of the actual temperature and forecasted temperature of AlgorithwitiBthe window bases) = 4 andw = 5.

Step 3) Partition the universe of discourigeinto several  Step 8) Defuzzify the fuzzified forecasted variations of the
even length intervals. main-factor obtained in Step 7.

Step 4) Define fuzzy sets on the universe of discodrse
for the main-factor fuzzy time serids().

Step 5) Define fuzzy sets on the universe of discodrse
for the second-factor fuzzy time seri€%t).

Step 6) Fuzzify the variation of the historical data of the
main-factor fuzzy time series and fuzzify the his- f&O=[fr f2 - fmls
torical data of the second-factor fuzzy time series. _ .

Step 7) Choose a suitable window basi®efine the crite- e =[h1a J2o S (16)
rion vectorC(t), the operation matrix)*(t), and

1) Compute the a-significance level [27]
(f(t)), of the fuzzified forecasted variation
f(t) as follows:

the second-factor vectd¥(¢). Then, calculate the where f(t) is the fuzzified forecasted varia-
fuzzy relationship matrix?(t) between the crite- tion of datet represented by a fuzzy set in
rion vectorC(¢), the operation matrix>* (¢), and the fuzzy time serieg'(¢), m is the number
the second-factor vector. The fuzzified forecasted of elements in the universe of discourse, and
variation of the main-factor fuzzy time series can a € [0,1]. If f; > «, then letf;, = f;; if

be obtained from the fuzzy relationship matrix. fi < «, thenletf;, = 0, wherel < ¢ < m.
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Fig. 11. Curve of the actual temperature and forecasted temperature of AlgoritlwittBthe window bases: = 6 andw = 7.
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Fig. 12. Curve of the actual temperature and forecasted temperature of AlgorithittBthe window basise = 8.

In this paper, we set the value of the signifi- Step 10) Set the boundary lengthitorhen, we can find the
cance levekr = 0.5. maximum?;,,., and the minimun¥,,;,, among the

2) If the grades of membership of thesignifi- data from the date — % of last year to the date
cance levelforecastedvariatiof(t)),, areall t + k of last year. The forecasted temperature of
0, then we set the forecasted variation to 0. date t obtained in Step 9 can not be bigger than

3) If the grades of membership of thesig- Tmax and not be smaller thdh,,;,,. If the forecasted
nificance level forecasted variatidif (¢)). temperature is larger thafi,.x, then we set the
have only one maximum;, and the mid- forecasted temperature ., if the forecasted
point of w; is m;, then the forecasted vari- temperature is smaller thdh,;,,, then we set the
ation of datet is m;. If the grades of mem- forecasted temperature 1,;,. For example, as-
bership of thex-significance level forecasted sume that we set the window basis= 4 and the
variation(f(¢)). have more than one max- boundary lengthk = 10, and we want to fore-
imumug, us, ..., andug, and the midpoints cast the temperature of June 6, 1996, in Taipei.
of uy,us, ..., andu, aremy, mo, ..., and Furthermore, assume that the forecasted tempera-

my, respectively, then the forecasted varia-
tion of datet is (m1 +ma + - -+ + my) /k.

Step 9) Calculate the forecasted data of the main-factor
fuzzy time series. The forecasted data is equal to
the forecasted variation plus the actual data of the
last day of the main-factor fuzzy time series.

ture of June 6, 1996, by using the above steps is
30.0°C. Table V shows the daily average temper-
ature from May 1995 to October 1995 in Taipei.
The boundary data is from May 27, 1995 to June
16, 1995. According to Table V, we can find that
Tmax = 29.3°C andT,,;, = 24.4°C. Because 30
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TABLE VI
COMPARISON OF THEAVERAGE FORECASTINGERRORS OFALGORITHM-A, ALGORITHM-B AND ALGORITHM-B* TO FORECAST THETEMPERATURE FROMJUNE
1996 TO SEPTEMBER1996IN TAIPEI WITH DIFFERENT WINDOW BASES

Window Bases

w=2 w=3 w=4 w=3$§ w=6 w=7 w=8§
Algorithm-A [7] to Forecast 3.04% 3.48% 3.49% 357%  3.81% 3.88% 4.09%
the Temperature of June
Algorithm-B to Forecast the 2.90% 3.23% 3.37% 344%  3.67% 382% 397%
Temperature of June
Algorithm-B* to Forecast the 2.88% 3.16% 3.24% 333%  3.3%% 353% 3.67%
Temperature of June
Algorithm-A [7] to Forecast 3.09% 3.97% 4.22% 434% 4.47% 435%  4.58%
the Temperature of July
Algorithm-B to Forecast the 2.88% 3.86% 4.18% 426%  4.43% 435%  4.54%
Temperature of July
Algorithm-B* to Forecast the 3.04% 3.76% 4.08% 417%  435% 438% 4.56%
Temperature of July
Algorithm-A {7] to Forecast 3.49% 3.72% 3.79% 383% 3.67% 3.66%  3.72%
the Temperature of August
Algorithm-B to Forecast the 3.49% 3.68% 3.71% 3.79%  3.58% 3.56%  3.63%
Temperature of August
Algorithm-B* to Forecast the 2.75% 2.77% 3.30% 340% 3.18% 3.15%  3.19%
Temperature of August
Algorithm-A [7] to Forecast 3.37% 3.67% 3.72% 3.56%  3.78% 3.68%  3.60%
the Temperature of September
Algorithm-B to Forecast the 3.33% 3.58% 3.63% 347%  3.68% 357%  3.49%
Temperature of September
Algorithm-B* to Forecast the 3.29% 3.10% 3.19% 322%  3.39% 338% 3.29%
Temperature of September

°C > Tmax, We set the forecasted temperature gfosed model, we develop two algorithms (i.e., Algorithm-B and
June 6, 1996, to 29.3C. Algorithm-B*) for temperature prediction. From Table VI, we
Figs. 9-12 show the forecasting results from June 1996 @an see that the forecasting results of AlgorithinéBe better
September 1996 by using Algorithmi=Bvith different window than the forecasting results of Algorithm-A and Algorithm-B.
bases. Table VI shows a comparison of the average forecasfagh of these algorithms have the advantages that they can get
errors of Algorithm-A, Algorithm-B, and Algorithm-Bwith  good forecasting results. The time complexities of the proposed
different window bases. We can see that the forecasting res@lgorithms are’(cwm), respectively, where is the number of
of Algorithm-B* are better than the forecasting results of Alpartitioned groups in the historical data s the window basis,
gorithm-A and Algorithm-B. From Table VI, we can see tha@ndm is the number of elements in the universe of discourse.
when window basisy = 2, we almost can get the best fore-
casting results, and the forecasting results of a smaller window ACKNOWLEDGMENT
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