IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 10, NO. 3, APRIL 2000 439

A Simple Processor Core Design for DCT/IDCT

Tian-Sheuan Changtudent Member, IEEEChin-Sheng Kung, and Chein-Wei Jéviember, IEEE

Abstract—This paper presents a cost-effective processor core de-the fast direct 2-D DCT algorithms [14], [15] that are superior
sign that features the simplest hardware and is suitable for discrete to row—column DCT because the numbers of multiplication-ac-
cosine transform/indiscrete cosine transform (DCT/IDCT) opera- o, mylation operations have been reduced to half. However, it
tions in H.263 and digital camera. This design combines the tech- ifi ith the i lar dat tati Thi bl .
nigues of fast direct two-dimensional DCT algorithm, the bit-level sacr |ces_W| . e_ Irregular data p_ermu ation. 1his pro em IS
adder-based distributed arithmetic, and common subexpression Not affective in this AU-based design due to the software-like
sharing to reduce the hardware cost and enhance the computing controller design. Furthermore, since all multiplication-accu-
speed. The resulting architecture is very simple and regular such mulation operations are expressed as shift-and-add, common
that it can be easily scaled for higher throughput rate require- subexpression can be shared [21]-[25] such that these common

ments. The DCT design has been implemented by 06m SPDM .
CMOS technology and only costs 1493 gate count, or 0.78 iim ONes are computed only once and then used for many times. So,

The proposed design can meet real-time DCT/IDCT requirements the proposed architecture combines the techniques of bit-level
of H.263 codec system for QCIF image frame size at 10 frames/s DA, fast direct 2-D DCT algorithm, and common subexpression

with 4:2:0 color format. Moreover, the proposed design still pos-  sharing, to successfully design the efficient 2-D DCT/IDCT pro-
S add't",i/rl‘ﬁ' computing power for other operations when op- cegsor. The resulting implementation has shown that it meets the
erating at 33 Mhz. real-time H.263 encoding requirement, with high scalability to

Index Terms—DCT/IDCT, H.263, processor. higher throughput rate applications such as MPEG2 MP@ML
decoding.
|. INTRODUCTION This paper is organized as follows. In Section Il, we intro-

) ) _duce the design techniques used in this paper, including the
D ISCRETE cosine transform (DCT), which can exploit theyst direct 2-D DCT/IDCT algorithms, the corresponding DA

spatial redundancy, has played an important role in vidggmuylations, and common subexpression sharing. Section Il
data compression standards such as JPEG, MPEG1, MPEG@sents the architecture design with design techniques and
and H.26X [1]. To meet the real-time video processing requirgzheduling considerations. We will show the hardware cost
ment, DCT and inverse DCT (IDCT) implementations oftegnq performance comparison in Section IV. Section V presents

use efficient dedicated hardware units [2]-{11] that lead {fe applications and comparisons of this processor. Finally,
fast speed but high hardware cost. However, the complex de@'lcluding remarks are given in Section VI.

routing in the hardware architectures induces many hardware
overheads to implement the fast algorithms, such as fast direct
two-dimensional (2-D) DCT/IDCT algorithms using very large
scale integration (VLSI). On the other hand, the fast algorithmis Fast Direct 2-D DCT/IDCT Algorithm

[12]-{15] with minimum numbers of multiplication are often The 2-D DCT and IDCT coefficient for a block sequence
realized by flexible software approaches on the digital sign@{mjn) with {0 < m,n < N} is defined as

processing (DSP) processors [16]-[20]. High-speed DSP pro-

Il. DESIGN TECHNIQUES

cessors can meet the speed requirement but it still needs to pay 2] v N2 m(2m + 1)k
high hardware cost due to its inherent multiplier complexity ifCc(k: 1) = — > > w(m,n)cos <T)
DSP processors. n=0m=0
In this paper, we propose a hybrid approach that combines . COS <7r(2” + W) 1)
the advantages of the flexible software-like approach and the 2N
efficient dedicated hardware units. DCT/IDCT functions can be
reformulated with adder-based distributed arithmetic (DA) al-
gorithms [6], such that only shift and addition operations are 2 A= w(2m + 1)k
required. Thus, we can implement the shift-and-add functict m,n) = N L Lo exerXc(k, 1) cos <T>

with a multiplierless arithmetic unit (AU) datapath. In such pro- 9 N
cessor-like design, the lower the AU operation number is, the . COS <w> 2)

higher performance the design can attain. Therefore, we adopt 2N
where
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DHCDT > ] >< h2 & gy
ol F— > A =E L
>< { DlgT R >< - L, >< gggﬁoztés_cfo represented coefficients and common subexpression, Wwhere
™ DI(I:DT > ™ ><
X—» 2 Xlx
>< Dl(]ZDT — >< > ><
™ DI(I;DT > — >< Fig. 3. Computation flow of the filter example.

Fig. 1. 8x 8 2-D DCT computation flow of fast direct 2-D DCT algorithms INN€r products into bit level and distributes the multiplication
[14], where the cross symbols in the block denote the butterfly additions and thperations. This adder-based DA can exploit the distribution of
numbers of /O channels for each stage are all 64. binary value patterns and may maximize the hardware sharing
possibility in the implementation. Considering aftap inner
approach in hardware designs to reduce the computation cd¥pduct with input sequence,, output sequencg,, and coef-
plexity is row—column decomposition that performs row-wisécient ¢;, we can express the inner product formulation as

one-dimensional (1-D) transform followed by column-wise 1-D N1

transform with intermediate transposition. Though row—column Y = Z e X (3)

decomposition is simpler and more regular for hardware imple- prd

mentations, their computation cost is much higher than that_lotf] _ . .

the fast direct 2-D algorithms [14], [15]. einner prod_uct expression reformulated with the adder-based
The fast direct 2-D algorithms [14], [15], as shown in Fig. 1',DA algorithm is

explore the trigonometry equality such that it neéd$-D DCT N—1 N—1 /W.—1

instead o2V 1-D DCT, as that in the row-column decomposi- Yn = Z i X; = Z < Z ci7k2_k> X;

tion, to compute av x N 2-D DCT. Besides, the fast direct i=0 i=0 \ k=0

2-D algorithms do not need transpose memory. However, the We—1 /N—-1

fast direct 2-D algorithms have several stages of butterfly addi- = Z <Z Ci,kXi> 27" (4)

tions, which makes them difficult for hardware implementation. k=0 \i=0

This problem is gvoided in our designs by using the appropri&y‘#]ere“}c is the word length of; andc; , denotes thé:-th bit
address generation. Thus, the proposed design can preserve{he without loss of generality, this equation is expressed in an
low computation cost of fast direct 2-D DCT algorithms angipsigned fraction form. This formulation enables the combina-

avoid irregular routing cost. tion of DA and subexpression sharings since we can combine the
_ same subexpression together and avoid the computation when
B. DA Formulation ¢i 1 is zero. Thus, the computation of the inner product only re-

DA [26], [27] has been regarded an efficient computatiofuires addition and shift operations such that they can be imple-
method since DA distributes the arithmetic operations rath@ented by a sequence of shift-add operations. DA formulation
than lumps them as multipliers do. Conventional DA (callegan directly be applied to DCT/IDCT designs, since DCT/IDCT
ROM-based DA) [26], [27] decomposes the variable input of thk&n be viewed as a collection of multiple inner products.
inner product into bit level to efficiently sum up the selected pre-
computed data. The precomputed data is stored in a ROM talrte
for table look-up operations, which makes ROM-based DA reg- Since transform coefficients in the DCT/IDCT computation
ular and attractive in VLSI circuits. However, the ROM area iare constant for fixedV-point transforms, these transform
ROM-based DA increases exponentially and becomes impraemputations can be simplified by expressing the multiplica-
tical large when the size of the inner product increases. Besidésns into shift-and-add operations and sharing the common
this type of DA does not exploit the numerical properties of thenes. This technique is called common subexpression sharing
constant coefficients. [21]-[25]. Fig. 2 shows a filter example with coefficienis,

Another type of DA [6] (called adder-based DA) contrasts,, o andhz represented by the canonical signed digit (CSD).
with conventional DA, and decomposes the constant operanditfe circled groups of digits have the same subexpression,

Common Subexpression Sharing
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Fast direct CF)erI
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algorithm
. DA and . .
Eight CS%I .| Subexpression shift & _Data
1D DCT . sharing add  path
encoding
Fig. 4. Design techniques used in 2-D DCT/IDCT.
TABLE | subexpression will result in irregular routing for hardware de-
DCT COEFFICIENTS AND THEIR CSD signs. This problem is also avoided in our design by using a
REPRESENTATIONS

2’s complement

CSD

)

.0111110110001010

0. 100000NON0O001010

cs(1)

.1011000110001010

1.ONONOO10NOO01010

c(2)

.0111011001000001

. 1000NONO01000001

cs(2)

.1010011100111101

.1010100NO1000NOL

(3)

.0110101001101101

. 10NO1010100NONOL

s(3)

c(4)

.0101101010000010

. 1ONONO1010000010

cs(4)

. 1000000000000000

.1000000000000000

c(5)

.0100011100011100

0
0
0
0.1010ONONG1000010N
0
0
0

.0100100NOO100NGO

cs(5)

.0110010010010001

0

. 10N0010010010001

0
0
0
0
0
0.1001011010000011
0
0
0
0
0

proper address-generation scheme.

I1l. PROCESSORCORE DESIGNS

A. DCT/IDCT Coefficient Exploration

The proposed processor design explores the sharing proper-
ties of the adder-based DA formulation to the extreme case: only
one word adder and shifter. So, fewer computation cycles will
result in higher throughput. Fig. 4 shows how to apply the de-
sign techniques to the 2-D DCT/IDCT designs for achieving
the goals. First, we use the fast direct 2-D DCT algorithm [14]
to reduce 2-D 8« 8 DCT computation into eight 1-D DCT's.
The low computation complexity, i.e., eight 1-D DCT's, are
preserved in our designs. The drawback of irregular butterfly
routing is solved by memory access associated with proper ad-
dress generation. The coefficients of 1-D 8-point DCT'’s can be

c(6) [0.0011000011111011 {0.010NOOO10000ONON computed in two separate»4 4 matrices, shown in (5) and (6),
e5(6) 10.0100010101000101 0.0100010101000101 which are also used in many fast algorithms to reduce the com-
putation complexity
«(7) {0.0001100011111000 {0.0010NOO100OONGOO
rY0T re(4d)  c(4)  e(4)  c4) 7 [X0+XT77
es(7) [0.0010001101010000 [0.0010010NO1010000 va c4) —dd) —c(d) o4) X14 X6
Y2 c(2)  o6) —c(6) —c2) X2+ X5
) ) ~ LYed c(6) —c(2) (2) —¢(6)] LX3+ X4l
so they can share the same computation unit. The filtering 8)
operation represented by shift and addition is
rY17 () e3) b)) o7 7 1X0-X77
y==z0] —z[0] > 2-2[1] > 1+z[1] >3 Y3 e(3) —¢(7) —c(1) —¢(5) X1-X6
+z[2] > 1-2[3]>2- 23] > 4 (5) Y5 e(d) —c(l) 7))  3) X2- X5
LY7] (7)) —c(5) «3) —e¢(1)l LX3-— X4l
wherez[a] > b denotes &” sample delay and#” digit right 9)
shifts of z. If we define
where

Wil = X[i] + X[i + 1] > 1 (6)

we can rewrite the filtering operation as _ N _ _
Since the coefficient matrixes are constant values, we can min-

(7) imize the number of additions by the signed digit encoding.
A commonly used signed-digit representation is a CSD [28]
Thus, by sharing the common subexpression, the number of tttat can reduce nonzero digits from half to one-third of the
ditions is reduced from six to four. Fig. 3 shows the computatidntal digits and no two consecutive digits will be both nonzero
flow of the filter example. The common subexpression part digits. Table | shows the CSD representation of the coefficients.
done first, then the result is shifted or negated for other computarom the table, it is found that the reduction of the nonzero
tions. Therefore, much computation can be saved if we find théds achieves about 32%. Besides the direct manipulation of the
better common subexpression. However, sharing the comnuwefficients, we also try to increase the sharing possibility by

y=W[0]— W[0] > 2+ W[2] > 1 — X[3] > 4.
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scaling the coefficients by/2(cs(i) = v/2 x ¢(i)). This scale Yo 0000000000000
factor can be easily removed by a shift in 2-D transform de- 0 00O0O0O0COOO0O0O0O0O
signs. The nonzero bit reduction ef(7) is about 26%, and the 0000000000000
numbers of nonzero bits are 38 and 394@n andcs(¢), respec- 0000000000000
tively. _ _ Y4 0000000000000
After applying the CSD representations, we use the subex- 000000000000 O
pression sharing to share the common computation. With 0000C0O0DO0O0O0CO0CO0O0 O
signed-digit representations, a number and its negative can 0000000000C0O0O0
be shared with only sign change. However, unlike the subex- Y2 of 0 0 0 0
pression sharing used in [24], [25] that follow the strict ol 0 00 0
CSD representation, we relax the rule by using the general 0 0 00 0
signed-digit representation. For example, the “10N” and “011” 0 0 10 0 0
have the same number of additions, but CSD only allows the v

first case. The allowance of “011” may result in better sharing
for the subexpression sharing. Besides, following the formu-
lation of adder-based DA, the subexpression sharing used in
this paper expresses the computation in direct-form scheduling
instead of in transposed direct-form scheduling used in other Y!
methods. Combined with the DA formulations, this scheduling
has better precision by adding terms from LSB to MSB, which
means lower hardware cost. Transposed direct-form scheduling
used in other methods, accepts one input at a time, and multi- y3
plies the input with all coefficients, which suffers from more
computation cycles for the output in this design case due to
fewer sharing terms. Direct-form scheduling gets all the input
at a time, which will need more temporary storage. However, g
we can easily eliminate this disadvantage by sharing the system
memory if the 2-D DCT is used in a video codec system.

Fig. 5 shows the common subexpression sharings for DCT
outputs on scaled coefficients(¢). Scaled coefficients are used
due to their better sharing property. By applying the signed-
digit representation and the common subexpression sharing, the
number of additions in the 1-D DCT is reduced to 98. Com-
paring with the original number of the additions, 144, we have

32% improvement. Fig.5. Outpu®”0-Y7 and their common shared terms, where the gray-shaded
block is the common shared terms and the block with diagonal pattern is the term
without sharing.
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B. Datapath Design

Fig. 6 shows the datapath of the proposed architecture, which ) ) . ) )
includes a 16-bit adder/subtractor and shifter. The adder i¢9- 7 Shows the two versions of shifter position designs with an
carry-propagation adder to save area cost. The operands andgmPple. From the operation example shown in Fig. 7, we can
erations of the datapath are controlled by a dedicated controlf§fd that version 1 design is not as efficient as version 2 design,
The input, intermediate results, and final results are stored in §{8C€ additional cycles are often required in version 1 design due
RAM or register files. This datpath is dedicated to the shift-adg 'mProper shifter positions. ,
subexpression. The basic operation of this datapath can be exiN€ limitation of the datapath is the available RAM band-
pressed bBUS = RA > s + RB, where the “BUS” is the width and the_ position of the shifter. In this de_S|gn, one-port
output of the datapath, thes¢s” means right shift bys-bit, and RAM_ access is assumed fo_r RAM access for simple hardware
the “+” denotes the add/subtract operation. Therefore, we cGAnSideration. To avoid the idle cycles due to the RAM access
store the operands in the registers RA and RB and select §f2lict, we schedule the operation sequences according to their
desired one by the MUX from one of the two sources, RAI\WAM access, Whlph is |mplementedi|nthe control signal gener-
or BUS. The two registers provide temporary storage to sagion- Other solutions, such as multiport RAM access, can also
memory accesses. The shifter in the datapath performs 0—3-Bftised to solve this problem. The position of the shifter limits
shift that is suitably designed for the DCT coefficient. In th&S t0 do shift and subtraction simultaneously for register RB,
above subexpression sharing, the maximum number of shiftS{8C€ only register RA can perform shift. This limitation can be
six. We split the 6-bit shift operations into two 3-bit shift op-£liminated by proper operation scheduling.
erations, which reduces about 30% of shift hardware and just ) .
increases two more computation cycles. C. Controller Design and Scheduling

The design of this datapath, contrast to other general pur-Since the datapath is extremely simple, all the operand se-
pose CPU designs, places the shifter before the adder/subtradéations and shared term generation rely on the controller. Con-
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Fig. 6. Datapath of the proposed architecture. The broken line means control signals generated from the controller.
Version 1 Version 2 Counter §
f f F—Z1—»
——X1—» .
RA 3 _ RA [ SHIFT [& , ST L L
—— ‘ 5 X2 o g0 Combinational Circuit L7
ADD/ SHIFT . S ADD/ -\ g : ROM
E— SUB / . | SUB 2 ! PLA
i 1 N | g !
\RB LF o | * -—Zm—»
BB L A — X2 sk
R3=R4>1 -R2 R3=R4>1 -R2 :6 3: :‘ |
(53
R7=R4 +R2 R7=R4 +R2 5 8 2
24 VIJ O
RA RB__|A/S Shift RA _RB_|A/S Shift ! ’
TI R4 T R4 |R2 ISUB 1 .
0 ADD 1 Fig. 8. Counter-based controller.
T2 R4>1 |R2 18UB 0 T2 R4 R2 JADD [0
T3 R4 R2 ADD 0

operand is minimized as few as possible. The following is an

_ _ _ o o _ actual code subsequence in the firmware of this IDCT:
Fig. 7. Two versions of shifter position design illustrated with an example.

R3=V4+V5
trollers based on finite-state machines are commonly used in R2—VA—V6
most of the controller designs. However, since no control sig-
nals in the proposed design depend on their earlier states, we Rl=V4-V7
use a simplified finite-state machine, i.e., a counter-based con- RO=V44+V7
troller, as shown in Fig. 8. Such design is much simpler and more R4=V5-V7
easily adaptive to other transform applications by only changing R7T—V6_ V7.

the combinational circuit part.

The RAM access conflict, which will result in efficiency lossthjs scheduling example keeps one operanti or V7 un-
ofthe design, is eliminated with developed operation scheduliganged, where the boldfat is read from RAM. To compute
strategies. With all four scheduling techniques, we cancompletg  r2 R1, and R0, the dataV’4 stays in “RA,” and just
one 1-D 8-point DCT in 121 cycles that only pays 23 extra CYead V5, V6, and V7 to “RB” from RAM. For R1 and R0
cles overhead, as compared with original estimated 98 CyC|e§omputz;\tion,7 thd/4 and V7 stay in “RA” and “RB”, which

The first strategy is t@roup operations that have the samean save memory read operations to obfan
operand and keep one data used continuauBly using this ~ The second strategy is tearrange the operations such that
strategy, we can keep one operand in register RA or RB ati output data of current operation is the input of next opera-
read only one register from the RAM. The reloading of the santiens. It will reduce one read cycle of the RAM access. Not all
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operations can be arranged by this strategy. Fortunately, the ¢ Total Addition Number

erations to compute outpdf: can always apply this strategy. 3jg4 p—190% | Dper
The following list shows a code example to calculsté row column decomposition
0,
RS — RG> 2.4 BT 1792 o—2L13% | Direct 2-D DCT
T=R5>3+0 1392 e— 8% 1 Ader-based DA
T=T>3+RHR5
— 32.9% ,  Common subexpression
T=T>3+R3 1024 p——="2 sharing
T=T>2-R2
1208 38.9% Processor core
Y6=T>2+ R3. implementation

This example reads one operand from the output bus, where fige9. Evaluation of different design techniques.
boldfaceR5 andT denote the data without RAM access. The

output dataR5 andT are fed as input of the next operation to TABLE I
reduce RAM access. When calculating outptt the processor HARDWARE COST AND DELAY OF DCT AND IDCT DEsIGNS
uses just one memory read access, and it writes data to RAN Cost(gate count)|  Core arca( )] Delay(s)
last Operation' datapath part 638.01 534.83 x 484.25 9.34
The third strategy is teliminate the memory write access of i i i i
DCT controller part 855.33 753.00 x 639.00) 11.49

the output that will not be used latelf the output will not be

used in later operations, it does not need to be stored in RAJPCT controller part 91975  820.20x 655.30 1089
Rearrange the operations could reduce these memory write Total DCT system 149356/ 919.90 x 848.00 17.71
erations. The following list shows a code example of this casTotal IDCT system 1557.97)  971.90 x 833.50 18.21
R2=V1-V2 IV. HARDWARE COST AND PERFORMANCE
RO =V1+V2 The number of cycles to compute 1-D 8-point DCT's is 121,
Y4=Rl-RO while the number of cycles to compute 1-D 8-point IDCT’s
Y0 = R1+RO. is 119. With the fast direct 2-D DCT algorithm, eight 1-D

DCT computations are required, with four butterfly stages. The

This example shows how to reduce the memory write accerﬁumber of the additions in butterfly stages is §43 =192

S .
. . or the first three stages, and 48 for the last stage. So, total
whereRO is the output data that does not have to be written e '
. . . . . . I nt for the 2-D DCT 421 192 + 48 = 1208.
RAM. RO is used immediately itv4 andY 0 calculation, and it ?/ce count for the CT 1421 x 8 + 192 4 48 08

: : . . ... Similarly, for the 2-D 8 x 8 IDCT, the number of cycles
will not be used in later operations. Thus, we can avoid Wr|t|nl% ired i o
RO into RAM. quired isl19 x 8 + 240 = 1192.

Another special case is &wap data in “RA” and “RB" to Fig. 9 shows the savings on the number of the additions when

: . we apply different design techniques to compute 2-Dx 8
solve the constraint of ALU desiglf both data are reloaded DCT. This evaluation shows the effectiveness of each technique

from RAM, it will cost two memory read cycles. The foIIowingin the design. The 1-D DCT used in the row—column decom-

listis a code eﬁgmplilthatjuos'F n_eelds (:jne_extra RAM-read Cyﬁlgsition is based on the fast algorithm [13] that only requires
to overcome this problem. Original code Is 11 multiplications and 29 additions for an 8-point DCT with
16-bit precision. We adopt this approach as the relative refer-
RY9=R2>1+ R4 ence, i.e., the 3104 additions, as 100%. The first significant im-
k6 = R4 — R2. provement comes from the fast direct 2-D DCT algorithm that
acounts for 42% reduction. The remaining improvementis from
the adder-based DA formulation and subexpression sharing. The
RAM-conflict problem in this design adds an extra 6% addition
cycles, which can be avoided with larger memory bandwidth

Now use these codes instead

R9=R2>1+ R4 support. In the 1208 addition cycles, eight 1-D DCT computa-
T — R2 tions use 968 cycles and the butterfly stage additions use 240
les
R6=R4—T. cyees.

This processor core design for DCT/IDCT with 16-bit word
length is synthesized with 0,6m SPDM CMOS cell library
This example swaps the operands dB&2,andR4. The output [29]. Table Il shows the hardware cost and delay for DCT/IDCT
dataR9 and R6 need both input datB2 andR4 but on dif- designs. The total gate count of DCT is 1493, which is smaller
ferent operands. We can resolve this by rewriting them into thigan one 16< 16 multiplier which will consume 2122 gate count
right one, such that just one memory read cycle instead of tiiar the multiplier with carry—save adder array or 2536 gate count
memory read cycles is required. for the multiplier with Wallace tree array. The delay, 18.21 ns,
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TABLE 11l TABLE V
HARDWARE UTILIZATION FOR DCT APPLICATIONS TOVARIOUS VIDEO STANDARDS, WHERE PROCESSINGTIME IS
ONE 8 x 8 BLOCK COMPUTATION TIME
Hardware MEM | ALU RA RB
- Applications |Data rate|Allowed block|Datapath |Working |Block
X (idle) 4 21 12 21 o A
HxVxf processing timenumbers |frequency |computation
utilization 117 100 109 100 (color format) |(u1s) (Mhz) cycles/time (ps)
Total cycle 121 121 121 121 JPEG in DSC|640x480 I 3 1208/36.6
Utilization 96.69% [82.64% [90.08% [82.64% (OCT) (@2:2)
Percentage H.263-QCIF |176x144x10 84.2 1 33 2400/73.2
(DCT+IDCT) |(4:2:0)
TABLE IV H.263-CIF 352x288x15 |28.058 2 33 604/18.6
PRECISION REQUIREMENT AND SIMULATION RESULTS OF THEIDCT (DCT) (4:2:0)
MPEGI1 352x240x30 |(16.835 2 40.5 604/14.91
Item Standard  |This Design |Description (DCT) (4:2:0)
ppe =1 1 pixel peak error MPEG2 720x480x30 |4.115 8 40.5 151/3.728
pmse <0.06 0.0074 pixel mean square error (OCT) (*:2:0)
- (MP@ML)
pme =0.015 0.00236563 |pixel mean error
omse =0.02 0.0074 overall mean square error
RAM |
ome =0.0015 [0.00108438 joverall mean error j
r 3
All ZeroIn |All Zero|Verified all input data is 0 T +
Out l i t
] o ) ) Controller i Datﬁ Daf
is satisfied conservatively with the assumed 33-MHz clock fre- | - pa pat |

guency.
. Table Il shows the hardware ut|I|zat!on of each func_:tlon UNig 10, Scalable designs with two datapath units.

in the 1-D DCT design. The controller is always used in the de-

sign and is not listed in the table. The idle cycles in each function TABLE VI

unit are due to the available memory bandwidth and the datapagﬁ?OMPUTATION T{XIIE CO'\:/IPQEISS)NS OFOKIAE 8x8 DiT ON PROCESSOR
F H 1 : H H H B RCHITECTURES WHERE ENOTESMULTIPLIER-ACCUMULATE, AND
I|m|tat|o_n._The ov_ergll utilization is quite hlgh for the DCT dg R -C. DENOTESROW-COLUMN DECOMPOSITION

sign. Similar statistics can also be found in the IDCT design.

The precision of the IDCT unit meets the accuracy specificapesigns Processing units _|Clock (Mhz) [2-D fast algo. |Cycles
tions [30] which are shown in Table 1V. Due to DA formulation 1y c30[17] I MAC,1ALU |40 R.-C.[12] 1344
and proper sharing terms selection, we can use shortwordlencry ce2o1118] |2 MUL., 6 ALU, 200 R.-C. 276
to satisfy the precision requirement. upd77016[19] |1 MAC,1ALU |33 R.-C. 812
V830[20] RISC with I MAC |100 direct 2-D 648
V. APPLICATIONS AND COMPARISONS Ours 1 ALU 13 direct 2-D 11208

A. Applications to Various Video Standards

Table V shows the design applications to various vidednits, we can trade the processing power of the parallel units
standards. For digital still camera (DSC) that requires low coith the lower supply voltages for low power consumption. The
while tolerating longer delay, this design can compute all DCdatapath numbers of MPEG-2 applications in Table V can be
operations within 0.176 s. This delay leaves enough time foalved at double the clocked rate. The 40.5-MHz clock rate in
other functions such as quantization. Another application Téble V does not introduce extra cost since the processor delay
the DCT/IDCT unit in an H.263 codec system. For QCIF sizés 18.21 ns. Higher working frequency can easily be attained
the proposed design can meet real-time encoding requiremdhtgising pipelining or high-speed adders. The tradeoff depends
with only one datapath unit. on the target application environment.

For larger picture size and higher frame rate, this design . )
can be simply scaled with adding more datapath units or Wi%l Comparisons With Other Relevant Approaches
higher processing clock frequency. Since the datapath parSince the proposed design combines the dedicated ALU data-
is quite small, even eight datapath units just need 5104 gat&th and the software-oriented controller, comparisons with pro-
counts or 2.07 mi Fig. 10 shows the scalable design witltessor-based implementations can show the effectiveness of the
two datapath units. The bottleneck to the scalable designs is flieposed design. Table VI lists the computation time compar-
available memory bandwidth. Larger bus width and multiplisons of one 8< 8 DCT executed on our design with that ex-
port memory can eliminate this problem. Scalable designs aklscuted on DSP processors [17]-[19] or RISC processor with
offer the possibility for low-power design. With more datapatmultimedia enhancement [20]. The instruction cycle count in
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TABLE VII
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VI. CONCLUSION

In this paper, we propose a cost-effective processor core de-
sign for 2-D DCT/IDCT that can be used in digital still camera
and real-time H.263 encoding. We use the fast algorithm to
reduce the computation, the DA formulation for higher preci-
sion, and the subexpression sharing for lower hardware cost and
fewer computation cycles. The resulting architecture is quite
simple, regular, and easily scalable to higher throughput appli-
cations such as MPEG2 MP@ML decoding. Extensions to other
inner product computations like filters and transforms are easily
achieved by applying the design techniques to rewrite the con-
troller program. Low-power applications to portable multimedia
terminals are possible due to the simple architecture design and

Designs Function| Tech. | Trx. |Core area| Throughput | clock rate
(Mpixels/s)
Hung- IDCT |0.35um| 24K 26 100 Mhz
Landman[7]
Katayama ef a/[8]} DCT+ |0.35um|70.7K 27 54 Mhz
IDCT
Rambaldi e a/[9]| IDCT | 0.5um | 200K 27 27 Mhz
Okamoto eral | IDCT | 0.5um 4.5 mm’ 143 40 Mhz
[10]
Xanthopoulos- | DCT+ | 0.7um | 160K | 20.7 mm’ 14 14 Mhz
Chandrakasan[11]| IDCT
Ours IDCT | 0.6um | 24K 236 54.9 Mhz

the table are directly taken from the reference reports or payy
pers. Note that in this paper, we only consider the core com-
putation cycles in our design and do not include other system/?l
overheads. All the other implementations used fast algorithmsz,
in which the direct 2-D fast algorithm requires fewest cycles.
Compared with C30 processors [17] that include multipliers, the
performance of our proposed design, 1208 cycles, is superior
the similar clock rate. Other design likes that in [18]-[20] use
multiple processing units to accelerate the DCT execution. Ourl]
proposed design can also attain the same performance by using
multiple ALU’s whose cost as shown in Table V is still less than [6]
that in [18]-[20]. The proposed design achieves higher perfor-
mance by using dedicated datapath unit to accelerate subexpreg—]
sion sharing operation but sacrifices with design flexibility and
applicability. In some video applications, incorporating our de- (8]
sign as accompany core with conventional DSP processors can
provide the advantages of flexible DSP software approach ando]
efficient dedicated hardware accelerator. These advantages are
present especially for various inner product computation witqlo]
either constant coefficients or variable coefficients.

Comparison with dedicated hardware designs is more diffi-
cult because of the different approaches used. The proposed cﬁlel-]
sign combines software-oriented controller with hardware units,
while dedicated hardware designs are pure hardware-orient&t]
approaches. However, Table VIl lists the comparisons with ded-
icated hardware designs. The data of previous designs are (i3]
rectly taken from the reference papers. All these designs can
meet the decoding speed and accuracy of MPEG2 MP@MI[_M]
(640 x 480, 30 fps, 4:2:0, 13.82 Mpixels/s). The IDCT core
in [7] used digit-serial construction to reduce the overall size[1%]
Low-power IDCT in [9], [11] used MAC for computation. The
design in [10] was a DCT/IDCT accelerator in a DSP processof6]
based on ROM-based DA. The DCT/IDCT unitin [8] shares the

. . . . an
same hardwired multipliers for computations. All five designs
are based on row—column decomposition. Compared with these
listed designs, the proposed design is very competitive in ardasl
cost at the processing rate up to MPEG2 MP@ML decoding[.lg]
However, for higher throughput rate such as HDTV require-
ments, memory bandwidth limits the applicability of the pro-
posed design. In such cases, high-speed dedicated hardware Eg]—
signs [2]-[6] can provide a more efficient solution.

low computation cycles.
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