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APPLYING FUZZY LOGIC IN THE MODIFIED SINGLE-LAYER
PERCEPTRON IMAGE SEGMENTATION NETWORK

Jyh-Yeong Chang* and Jia-Lin Chen
Department of Electrical and Control Engineering
National Chiao Tung University
Hsinchu, Taiwan 300, R.O.C.
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ABSTRACT

In this paper, we propose a fuzzy-logic-based modified single-
layer perceptron (MSLP) image segmentation network for object
extraction. We select a sigmoid gray level transfer function with the
aid of the input image histogram and map the input gray levels into the
interval [0,1]. Then we adopt the linear index of fuzziness of the out-
put nodes as the error function of the image segmentation system to
incorporate the learning capability of a neural network. Our scheme
can successfully extract objects from the background. To further en-
hance the capability of the segmentation system, the proposed network
is incorporated with fuzzy if-then rules to adaptively adjust the thresh-
old of the activation function of the MSLP output neuron for best match-
ing the local characteristics of the image. Fuzzy if-then rules involv-
ing the edge intensities and vertical positions of pixels are reasoned to
determine the threshold adaptively. From the results of segmenting

. forward looking infrared (FLIR) images, better segmentation images
have been obtained by incorporating fuzzy if-then rules with the MSLP
segmentation technique. As demonstrated by this study, it is promis-
ing and worthy of study that incorporating human knowledge in terms
of fuzzy rules into a designed numerical algorithm can further improve
performance, not only in the segmentation problem we present.

I[. INTRODUCTION Among them, the image thresholding technique is the

most general concept for separating the pixels of an

Image segmentation plays a key role in image
analysis and computer vision. From this perspective,
a correct segmentation must be efficiently made be-
tween the object and the background. Many segmen-
tation techniques have been proposed and developed.
Some important and commonly used segmentation
methods are relaxation labeling, Markov random field
modeling, region growing and splitting, and global
or local thresholding (Haralick and Shapiro, 1985).

*Correspondence addressee

image into two regions, sometimes more than two
regions, of the object and the background. The thresh-
old is usually set at the deep and obvious valley of
the histogram. However, the valley of an image his-
togram is usually not obvious and thus it is not easy
to determine the threshold (Abutaleb, 1989; Lee
and Chung, 1990; Sahoo et al., 1988). Another ob-
stacle is that these methods belong primarily to se-
quential processing and do not include the positional
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relationship information about a pixel and its
neighbors. A neural-based segmentation approach
(Blanz and Gish, 1990; Ghosh and Pal, 1992; Ghosh
et al., 1991; Ghosh et al., 1992; Rananath and
Kuntimad, 1994), however, can easily include a pixel
as well as its neighborhood information in the net-
work structure because the inputs of a pixel and its
neighborhood pixels are weighted summed and then
processed. Moreover, fast computation can also be
achieved since a neural network is highly parallel in
structure, which is especially advantageous for a
computationally involved task of image processing.
These two facts suggest that neural models can be
good architectural frameworks for image segmenta-
tion applications. In this application, a self-super-

vised multilayer perceptron (MLP) neural network

(Ghosh et al., 1992) and a self-organized mapping
(SOM) based method (Ghosh and Pal, 1992) were
proposed for object extraction. In the MLP-based seg-
mentation method, they incorporated fuzziness mea-
sures judiciously into the neural model to avert the
limitation of unknown desired outputs for the super-
vised MLP network. The SOM-based method ex-
plores Kohonen’s concept of self-organized feature
mapping for object extraction from an image. From
our experience, the MLP-based scheme sometimes
fails to extract part of a particular object and the SOM-
based scheme frequently produces a segmented
image with pepper-and-salt noise. Moreover, the
SOM-based method is computationally intensive and
its noise immunity is weak. To eliminate these
defects, we propose an algorithm, named Modified
Single-Layer Perceptron (MSLP), which has the char-
acteristic of self-supervision. Inspired by the MLP
approach (Ghosh et al., 1992), the proposed MSLP
network is a recursive single-layer perceptron struc-
ture between the input and output layers, and hence
is structurally simpler than the MLP model. In the
MSLP segmentation network, both the nodes of the
input and output layers are equal to the dimensions
of the image. The output layer nodes are connected
from the corresponding input window mask, i.e., ev-
ery pixel is associated with a mask. In this way, the
segmentation network is structured in a fully parallel
form so that whole image pixels can be segmented
simultaneously. Hence, the image segmentation task
can be performed very fast. It would seem that the
linear relationship among a neighborhood connection
of pixels is enough for the image segmentation task,
without the necessity to resort to a much more com-
plex nonlinear relationship structure of neighbor pix-
els provided by an MLP (Ghosh et al., 1992). More
seriously, a gradient-based error back-propagation
learning algorithm used in a complex structure like
MLP is slower in learning convergence and is more
prone to get stuck on local minima than the proposed

simpler MSLP approach.

In our proposed MSLP segmentation network,
the brightness of a pixel is first transformed into the
interval [0,1] using a sigmoid gray level transfer
function. To obtain a bi-tone image of the object and
background, we take an index of fuzziness, the sum
of each image pixel’s bi-tone fuzziness, as the error
function of the system. The delta learning rule is used
to adjust the synapse weights so that the system error
reduces gradually. When the error converges to a
small value, the segmentation between the object and
the background is completed. In the present model,
we only need a rough estimation of the valley of the
histogram to prevent the difficult problem of precise
valley estimation encountered in thresholding based
segmentation techniques.

Our proposed segmentation network does not
lead to a precise enough segmentation for images with
small regions of low-contrast in gray level. Such re-
gions in the image are referred to as ambiguous re-
gions hereafter. In these regions, the object pixels’
gray levels are very close to that of the background.
Because an image, especially in ambiguous regions,
is full of uncertainty, vagueness, and imprecision, it
is wise to describe and manipulate this kind of infor-
mation to further improve accuracy during the course
of image segmentation. Such ambiguous information
is best managed with fuzzy logic (Keller, 1997,
Zadeh, 1965; Zimmermann, 1996) because fuzzy sets
have flexible representation ability in describing
uncertainty, vagueness, and imprecision, and also
have an intuitively easy thinking process. Fuzzy logic
works well where the important decision making cri-
teria can be expressed as knowledge in terms of lin-
guistically stated rules. Therefore, if the fuzzy set
concept and the knowledge of fuzzy inference are
properly added into the MSLP segmentation algorithm
to deal with the ambiguous regions of the image, a
better segmentation result can be expected. This is
because not only are the numerical data processed,
but also are the uncertain and imprecise features ex-
isting in the image modeled and taken into account at
the same time. As a result, incorporating fuzzy rules
into the MSLP segmentation network can
improve its accuracy greatly in a segmentation task.

To model the uncertainty and the vague charac-
teristics existing in the input image, we will first
calculate the edge intensities of the gray values of
pixels over a 3x3 region. Then, we introduce fuzzy
logic rules, whose fuzzy sets describe the edge inten-
sities and the vertical position (an observed feature)
of pixels in the image. Fuzzy if-then rules are in-
ferred to adaptively determine the threshold of the
activation function of output neurons in the MSLP
network. The inclusion of if-then rules into the
MSLP network has led to a great improvement in
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the segmentation correctness in the ambiguous

.regions.

The rest of this paper is organized as follows.
Section II briefly reviews the conventional single-
layer perceptron network and its learning rules. Sec-
tion III introduces the structure and synapse weight
updating rule of the present modified single-layer
perceptron segmentation network for object
extraction. The simulation results are also provided
and compared to the existing methods. In Section
IV, we incorporate fuzzy if-then rules into the pro-
posed segmentation network to dynamically infer the
threshold of the activation function of output neurons.
The numerical simulation has shown that the MSLP
net with such fuzzy if-then rule incorporation has en-
hanced its segmentation accuracy, especially for the
ambiguous regions of the images. Concluding re-
marks are finally made in Section V.

II. SINGLE-LAYER PERCEPTRON NET AND
DELTA LEARNING RULE

Since our proposed segmentation system makes
use of a modified version of a single-layer perceptron
structure, it is instructive to review this net briefly.
A schematic representation of a conventional Single-
Layer Perceptron (SLP) neural network (Zurada,
1992) is given in Fig. 1. Such a net is composed of
sets of nodes arranged in two layers. The input layer
consists of / input neurons, and these neurons corre-
spond to an /-dimensional input vector X=[x,, x, ...,
x;1. The output layer consists of J output neurons.
The output neurons, y;, j=1,2,..., J, are the network
responses corresponding to an input vector X. Each
output node in the output layer is activated in accor-
dance with the weighted sum of input data and the
activation function of the node. The j-th output node
value y; is |

Y. =a(n"etj)=a(ﬁ W,j/\‘,-) s (1)
J . i=1

where wj; is the connection weight between the i-th
node of the input layer and the j-th node of the output
layer and « is the activation function. The activation
function adopted in this paper is the sigmoid function,
defined as

a(net) = } R (2)

1 +exp

where A controls the steepness of the function and 6
is the thresholding value.

Now we consider an SLP network trained by
feeding training patterns sequentially. Let d=[d,, d;,
..., d;j]" denote the desired output vector of a training
pattern. The square error E for the training instance

input layer weight

Fig. 1. The conventional single-layer perceptron structure.

is given by
=1 _y )2
E= ngl (dj )j) ’

The synapse weight learning involves varying the
weights in a manner to reduce the error £ as much as
possible. This sequential mode of training can be
achieved by moving the weights in the direction of
the negative gradient of E as given by

. OE
AW,‘j = na—w—ij
__ . OE .a(netj)
! d(net ) ow ;
__3E., 0y, . d(net))
— oy, d(net))  Ow;
Thus,
Aw; =~ na—Ea'(net i (3)

ayj

where n is a positive learning constant. Because the
sigmoid function is used as the activation function,
we have

a’(netp)=y;(1-y)).
The delta learning rule then becomes

Ay == NGy (13 (4)
Note that the SLP net can also be trained using a batch

mode instead of a sequential mode as described above.
But these two training performances are almost the

same (Zurada, 1992).
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input layer

D 1 mask
“ \\\\*~

output layer

Fig. 2. The modified single-layer perceptron structure.

III. THE MODIFIED SINGLE-LAYER
PERCEPTRON SEGMENTATION NETWORK
FOR OBJECT EXTRACTION

In this section, a segmentation network for ob-
ject extraction is proposed. Since our present model
modifies a conventional single-layer perceptron struc-
ture in several respects, hence it is referred to as a
Modified Single-Layer Perceptron (MSLP) network.

1. The MSLP Network Architecture

Figure 2 depicts the structure of the proposed
MSLP network. If the dimensions of the image to be
segmented are MxN, then both the input and output
neuron dimensions of the proposed MSLP net are also
MxN. In this network, each neuron in the output layer
corresponds to a pixel in the image. Because the
MSLP net is designed to segment the whole image
iteratively, all the MxN input neurons are fed back
from the corresponding output neurons each time a
new learning iteration is started. Instead of a sequence
of training by feeding training patterns, i.e., pixels,
in the conventional SLP net, our proposed net would
feed back, in parallel, all the output neurons to the
input neurons to perform a new learning iteration.
This feedback iterative learning scheme will be fur-
ther illustrated in the next section. Each output neu-
ron is only partially, i.e., locally, connected to a set
of input neurons. The rationale behind this partial
connection in the MSLP net is due to the exploitation
of the spatial filtering concept as described in the
following. '

In digital image processing, spatial domain
methods use the concept of mask frequently (Chen
et al.; Gonzalez and Woods, 1992). Generally

image

(x.y)

\j

X

Fig. 3. A 3x3 window mask about a pixel.

neuron

input layer

synapse weights

neuron

output layer

Fig. 4. An output neuron of the modified single-layer perceptron
structure.

speaking, there exists a similarity among neighbor-
hood pixels in an image. A pixel and its surrounding
eight pixels in general have very close gray values.
For example, if most of the eight pixels lean toward
a white color, then this pixel will lean highly toward
a white color too. For this reason, a 3x3 window
mask, as shown in Fig. 3, will be used for each out-
put neuron to confine its input set of neurons. Each
neuron in the output layer is connected to a set of
nine input neurons in a corresponding 3X3 window
mask, as shown in Fig. 4. The center of the window
mask is the input neuron fed back from the corre-
sponding output neuron. Therefore, MxN output neu-
rons are associated with MxN 3x3 window masks, in
which consecutive output neurons are also associated
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with consecutive window masks whose centers are
the input neurons, also consecutive. Output neurons
on the boundaries of the image will have fewer than
nine input neurons, which is specified by the win-
dow mask and also in the image. The output neurons

“on the boundaries are treated as special cases.

Accordingly, each output neuron, except those neu-
rons on the boundaries, has nine links from the input
neurons of the corresponding 3x3 window mask.

A slight difference from the conventional single-
layer perceptron arises in terms of the initial weight
setting of the network. It is known that the random
setting of the initial weights may cause a pseudo noise
effect (Ghosh et al., 1992), thereby affecting the data
structure of the original image, and possibly increas-
ing the processing time. For this reason, all of the
weights are set to unity in the beginning. Moreover,
the threshold value of the activation function of the
output neuron must also be selected. Since each neu-
ron in the output layer has nine links, and each input
neuron pixel value lies in [0,1], we may choose 9/2,
i.e., the middle value of the total input range, as the
threshold value.

2. Sigmoid Gray Level Transfer Function of the
Input Image Pixels

The input to a neuron in the input layer is
given as a real number in [0,1]. First the gray level
of input image X is transferred in the following
form

8- [lmina lmax]‘_>[0, 1 ],

where [, and [, are, respectively, the lowest and
the highest gray levels in the input image. Through
the transformation, the brighter pixel produces the
larger value, and vice versa. To do this, it is com-
mon to use a linear gray level transfer function g,
defined by

g e =t

"max

min

min

The transferred value is proportional to the gray level
of the pixel. Ghosh and Pal (1992) and Ghosh et al.
(1992) use the above linear gray level transfer func-
tion for image segmentation. This paper instead made
use of the sigmoid function g,

L : (5)

X =
g‘\‘( ’"”) 1+ CXp_ @ =11 1,

as the gray level transfer function, with the threshold
t, chosen with the aid of the input image histogram
as described below. Parameter ¢, considered approxi-
mately as the slope of g,, can be chosen as a value

proportional to the standard deviation of the image
histogram and 1-2 multiples of the standard devia-
tion is generally appropriate, from our experience. In
this study, we set ¢, equal to 50.

The sigmoid gray level transfer function above,
Eq. (5), has lower tangent values at both ends and a
much higher slope around the threshold. This steep
region sharpens the difference between the trans-
formed gray levels around the neighborhood of the
threshold, i.e., the boundary between the objects and
the background. The pixels’ sharpened difference
caused by this nonlinear transform reduced the work
load in the following segmentation task performed
using the MSLP net, and hence will speed up the con-
vergence rate. For a bright-background and dark-ob-
ject image, the first valley from the right side (the
brightest side) of the histogram can be used as a suit-
able threshold value for distinguishing the back-
ground and the objects. Consequently, this valley
position can also be used as the threshold ¢ of the sig-
moid gray level transfer function. In the case of a
bright-object and dark-background image, the above
procedure can still be applied, except that the thresh-
old of the sigmoid gray level transfer function is cho-
sen as the first valley from the left side of the
histogram. Note that only a rough estimation of the
valley of the histogram is required, since determin-
ing the precise location of the valley is relatively
difficult. Via the continuing learning steps of the
MSLP net, the neighborhood connection provides
local information efficiently and leads to a correct
segmentation of each pixel, either belonging to the
object or the background. Therefore, each segmented
pixel can best match the given image, even though
the selection of the valley is not precise.

3. The Learning Procedures of the MSLP
Segmentation Network

We attempt to segment image X of dimensions
MxN by the modified single-layer perceptron
network. Note that the single-layer perceptron based
learning algorithm is conventionally a supervised
learning scheme which needs desired outputs for
training. However, the desired output is unavailable
in the case of object extraction by segmentation. To
solve this problem, we may utilize the output nodes’
linear index of fuzziness (Ghosh et al., 1992) as the
error function £ in the delta learning rule of the
system. Before giving the definition of this index, we
have to define )2, the nearest bi-tone version of X, as
given by

,u)?(xmn)zo’ if .UX(xmn)<O-Ss

,ui(xmn)= I ’ if .uX(xmn)ZO-Sa
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where tx(x,,,) represents the membership value of
brightness at the (m,n)-th pixel x,,. The linear index
of fuzziness v, for the MxN image is defined as

V[ = ﬁg’: ; /JX(Xm”) —:u)z(xmn)

- )%% ; min(‘ux(xmn) ? 1 - luX(xmn)) * (6)

This index measures the fuzzy difference be-
tween X and X, that reflects the average amount of
ambiguity involved in deciding whether a pixel be-
longs to a specific set, for instance, object or
background. In the proposed MSLP net, the values
of the output neurons represent the degree of bright-
ness of the corresponding pixel in the image: the
larger the value is, the brighter it is, and vice versa.
Therefore, this measure of fuzziness of the output
neurons can be considered as the error of the MSLP
net because this error reflects the deviation from the
well-segmented state of the network. Ideally, as the
index converges to zero, the output neurons are di-
vided into two subsets, zero and one, and thus seg-
mentation is completed. Consequently, the linear in-
dex of fuzziness of the output neurons is the key in
changing the proposed MSLP segmentation network
from a supervised learning mode to a self-supervi-
sory process (Ghosh et al., 1992).

Next, the learning operation of the system is
considered. The initial values of all neurons in the
input layer are determined using sigmoidally trans-
formed values, Eq. (5), of image pixels. The input
net value to any neuron in the output layer is the
weighted sum of the input neurons in the correspond-
ing 3x3 window mask. The activation function of
Eq. (2) i1s then applied to get the outputs of the neu-
rons in the output layer and the linear index of the
fuzziness v;, Eq. (6), of the output layer is calculated.
If v,, is greater than a preassigned small positive
value, then the learning iteration continues and the
synapse weights are updated according to the delta
learning rule, i.e.,

awf=-n9Ey 1 _y %0, =1, .9,

8y}.

j=1, ..., MN, (1)

where E denotes the linear index of the fuzziness v,
of the output layer; y;, j=1, 2, ..., MN, represents the
output of the j-th output neuron, and x¥) represents
the i-th input neuron in the mask corresponding to
the j-th output neuron. A more compact form of Eq.
(6) for the proposed segmentation net becomes

__2 ;
E_Wg, [min(y,, 1-y)I. (8)

It follows from Eq. (8) that

2
9E (TN 0%7;<0> )
Y; 2
J N’ O.SSijJ.

Thus the delta synapse weight AwY) to be learned in
each iteration becomes

2 )
) ~ Ny (I—y Y, 0<y <05
awi={ MN T J (10)

2 v (1—y Wt
nMNyj(l yj)x? , 05 sy; < 1.

After the synapse weights have been changed by
Eq. (10), all of the outputs of the neurons in the out-
put layer are then fed back to the input layer as a new
set of input data to start a new learning iteration. The
learning step above will reduce the system’s bi-tone
fuzziness gradually, which is equivalent to classify-
ing the objects from the background better. Such a
learning iteration will not stop until the network
stabilizes, i.e., v, converges to a negligible value. Af-
ter arriving at this situation, the output neurons in the
output layer become either 0 or 1 or very close to 0
or 1. Neurons with values very close to 0 constitute
one group and those neurons with values very close
to 1 constitute the other group. This iterative learn-
ing procedure will make the synapse weights of the
MSLP net properly adjusted and thus the image seg-
mentation will be sharp.

: Note that the mechanism of our proposed sys-
tem is quite similar to the manner of self-organiza-
tion and feature mapping in the eyes. Self-organiz-
ing is a basic feature of the human visual system,
which can learn the structure of a given data set
gradually, without any a priori information about that
data. The local information, through the neighbor-

ing pixel’s connection to the pixel, is considered in

the MSLP structure instead of just the pixel gray level

being taken into account. Hence, the system can im-

prove its segmentation accuracy. To summarize, the

algorithmic procedures of the MSLP segmentation
network are described in the following.

Filter input image X using a lowpass filter to
reduce high frequency noise, if necessary; the filtered
image is denoted as image Y.

(1) For an image with a bright background, find the
valley from the right side of the histogram of im-
age Y; Otherwise, for an image with a dark
background, find the valley from the left side of
the histogram instead.

(2) Transform the gray levels of image Y into the in-
terval [0, 1] using the sigmoid function with the
threshold value equal to the valley found above.
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Table 1, Comparison of three methods (MSLE, MLP, and SOM) in the segmentation accuracy rate and

CPU processing time.

MSLP
Pattern Pl Accu
Timeis) Rate

cpPu Accurncy
Timners) Rume

MLP

Timeis) Rate

Three Objects 8.31 45.87"
Adrerall 8.22

(al b1

el

Fig. 6. (ab The real world i

§ o paiss Milered i W Proesaed by oo methisd

() Processed by the ML mithiod. (1) Processed by the

SOM meily

IV INCORPORATING FUZZY 1F-THEN
RUL WITH THE MODIFIED
JLE-LAYER PERCEPTRON NETWORK

In the previous section, the MSLP method pro
vided satisfactory segment
lavion examples.
somewhar sell-compact in shape and significantly

fon results on the simu-

different in gray levels from the buckground. There

are, however, still many ill-conditioned images thut
are not casily segmented. Such segmentation-diffi-
cult images usually have low-contrast amhi
gions and the pixels of abjects
frequently be wentified us background and vice versa
These ambiguous regions, which will vsually be car-
egorized as background by conventional approuches,

034 81545

The objects in these examples were

U3 71%

30775
047 - 138.25

can be casily identified as objects by human beings
Common sense. or a priori. knowledge of humans
demonstrates o vroctal capability in image
segmentution, whereas numerical based algorithms
through computing machines do not have
Furthermore. it 15 well known that human pe
ognition adopts more or less o set of linguistically
deseriptive knowledge rules because human reason-
ing and decision making are approximate and based
on a larger and higher scale of viewpoint. Linguistic
deseription usually is given in fuzzy terms, not only
becuuse they are the most commaon form ol represen-
tation of human knowledge but also because our
knowledge about many aspects is fuzzy. These facts
west that research toward incorporating fuzzy logic
structures 1nto an jmage segmentation i gorithm s
not only interesting but also worthwhile. In this

ern rec

sl

perspective, the proposed segmentation algorithm
Framework could be positively impacied by the in-
corporation of a fuzey logic structure. Namely, if the
proposed MSLE system is embedded with hu “like
visual recognition knowledge, in the form of Tuzzy
il=then rules 1o mekle the uncertainty and ambiguity
existent m the low-contrast regions of an image. the
guality of the segmentation solution could be further

improved

The MSLP network was used to segment FLIR
s RGa), Hca), and 1Hay tsee Section
. under a sea background, an essential task re-
L[Nllt.‘ll in infrared searching and trucking systems
i Bhanu and Holben. 1990) and also required in our
on-going project as well. These ship images ure dif-
fieult 1o segment hecause they hove muny low-con-
tras! ambiguous re, ially in the mast of the
ship. The segm

s, espe
ation results of this Kind of im-
ages by the MSLP network were not sutisfactory in
segmenting the mast from the buckground (see Figs,
Eihi. 10ik), and 11(hi). The ship pixels in the am-
biguous regions of the image are prone 1o converge
Lo the wrong category of background. From our
experiments, we ohserved that the threshold setting
(4.5 as nated before) of the activation Tunction of the
output neurons in the MSLP network is an i
Faetor, becanse it plays the vital role in se
the pixels into obhject or background. In the it
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t il A , i Bb The mash

ol the network, once the leam

process misclussifies
a pixel mitially, the nerative learning procedure can

hardly recover it frrom the wro it v. This is

especially true for pixels in the amb

Jous re 1

Fherefore. il the threshold of the activation function
of the output nevuron can be adaptively adjusted (nol
necessartly set w45 for all output neurons ) accard

img to the local characteristics of the corresponding

image praels, more elfecnve segmentation results can
he expected. Fuzzy sets are known 1o be very power
ful i desenbing pncerin, imprecise. and vague chur
actenstes and in representing human-hike knowledge
existing in u sel. .I|ll| ||L\'\§|'-l' moan ung !llf{\
I¢ :nt MSLP segmen

tation net o manipulage this imprecise and uncertain

¢ will be employed in the pre

inlormution existing in the tm so that the thresh

old of ourput neurons can adapt (o the local charag
tenisies of pisels. Soch a learning threshold i each
output neuron through fuzzy inference will lead 1o
better match 1o the local characteristics of the nine
pinels i the window mask being proposed in the cor
responding MSLP net. As a result, better segmented
results can be obimined because the CULpUL neuron s
thresnold of the MSLP net is adapred 1o interpret the

uncertunty and amhb s dati using

atly in the omu

Tuezy rules

1. Fuzey Reasoning in Adjusting the Threshold of
Outpul Neurons

This subsecuon will introduce a scheme that
incorporates fuzzy it-then rules into the MSLP

algorithm. Hence it will include human-hke melli

gence o helping the treatment of uncertwnty and am

biguity encountered in the segmentation task. Two

Teatures which mclude the edge intensity and the ver

tical position of a pixel are defined as (uzzy sets w
characterize the uncertain and vague vanations ex
isting in the ambiguous regions. Fuzzy il -then rules
are then exploied 1o e the threshold of each out
put nedron 1o miake the MSLP net more adaprable (o

the local churacteristies of the image data

in The Modifie gie-Layer Percepiron image 05

74
ra

i idi

sed by the MSLT
the MLF me

cessed by the SOM method

Ihe first feature is the edge intensity measured
by Sobel operators (Gonzalez and Woods, 19921, Ap
edge is the boundary between two regions with rela
tively distinet gray levels. To detect on edge. using
the gradient for i difterentiation is the basic

The gradiem Vol an ima

concept fix.vi mt loca

fiom favias the vector

Commaon practice is o approximite the gradient with

absolute values using
Vi=|0G. |+|G (1)

11 tollows from Eq. o0 1) that computation of the gra

¢ is_based on obiaini

dient of an im:
of ol
und ut every pixel locaton, The

[iL o
derivative may be mmplemented usi the Sobel

the partial

derivatjves

operator, as shown in Figs, Tib) and 7(c), because it
has the advantage of providing both a differentiating
and o smovthing elfect (€ wonzalez and Woods, 1992

From Fig dermvatives based on Sobel operator

masks are
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where =75 are the gray levels of the pixels in the op
The ed

mask is computed by Egs. 0 12) and (13)

¢ intensity at the center of a
Naturally

e pixels

erator mask

the boundary of the must is compose

which have a la The second

er edge intensity

ute of Enginears, Yol 23

(<)
Fig. | The mid FLIR smag by The resul 1
he MSLE miethind I by the MSLP
th fuzey P i by iy
Prawg <l by 1 SOM method
feature we used is the vertcal position, e, )

I a pixel is e

position, of 4 pixel in the ima
upper part of an image, then we sy that the v-posi
This feature 15 acquired
s of |

fad and | 1iay because all of these image

tiom of the pixel s v-large

by observing the FLIR ship ima Blad, 10

biguous regions of mist at the upper portion ol the

images. Hence, we use v-position as the second fea

ture (o construct the fuzzy rules

The threshold of the output node should be prop
erly tuned so that the upper and ambiguous pixels
mostly referring o the mast, can be segmented as the

ship. Since the mast pixels are n the region of dark

background, to segment the mast as the ship. the

threshold of the output neural nodes in this region

must be reduced o make the pixels sround the mast
match the fuct of dark sorroundings, While. for the
remuinder of the image. the threshold of the vutput
nodes can still be kept at the previously succoesstul
range, Le., around 4.5, We iry 10 construct fuzzy if
then rules o adapt the threshold of the output new

rons 1ina manner meenng these obse

Pwo tuzzy sets, small and furee, were used Tor



17 28 April 2014

ity ] at O1:

Ivers

Downloaded by [National Chiao Tung Un

w1 il of using only the
e MSLF method with

MLUP method Priv

constructing the edge intensity. As to the attribute
ol the §

universe of discours

ruistic lub

tion. two ling Is composing the

I and v-large

e V-5

ance

these two features were used and each feature con

tains two lubels, the Tollowing four rules can be
obtained

Rule 1: IF the edge intensity of a pixel is

and 118 v-position 15 v-furge

THEN the threshold of the

el s low

Rule 2: 1F the ¢ intensity of a pixel s large
and s veposition 15 v-small
THEN the threshold of the pixel is
median

Rule 3: [F the edge intensity of a pixel 1s v
and its v-position is ve-large
THEN the threshold of the pixel is
median

Rule 4: IF the edge intensity of o pixe

and tts v-position s y-sairall
THEN the threshold of the pisel is

median

I'he consequence of the above lTour rules. | and

207

el

o, are the fuzzy sets used o represent the
threshold, Only the consequent part of Rule 1 1s fow
Rule |

the upper and ambiguouns

the rest of the consequent parts are median

defines a rule concernir

part of the image, The mast. which has large edge

intensity and large v-position. is in the region defined
by Rule |

old lower in this region o reflect the Maet of o dark

This rule tends to adjust the neural thresh

background. and the remaiming three rules maintam
the threshold at its o

rinal median ran

Next we discuss how o determune the member
ALl of

the membership functions mvolved i the rules aboy

ship functions of the above linguistic lubels

L

were chosen to be Gaussian  Tunctions, including a

clipped version. For the edge mtensity membership

function small. its crossover point. membership de

cyual to 0.5, was set 1o the value that the ¢

intensities for most, more than 80% ., of the must pix

els are observable. The edge intensities of pixels
smaller than that of the crossover value were collected

and then the mean and variance were estimated. This

mean and vanance were used as the parameters
chpped Gaussian membership function semafl (Chi and
Yan, 1995)

be the symmetncal chipped Guaussian function ol s

Membership function large is chosen 1o

using the crossover point as the reflection point, The

crossover point of the v-position membership

functions, v-semall and v-large, was chosen at the po

sition of the deck. The corner points starting full de
gree of these two membership functions were set at

the positions +/— |5 pixels with respect (o the cross

over point. For the me rship functions of the con
sequent part, 11 s appropriate to set the center of the
membershup function median 1o be 4.5, the threshold

assigned before. As o the fow membership function,

we first found pixels. called pro-rule-1 pixels. which
fire Rule | with a firing strength larger than a preset
Note that each of these
Each of

the nine pixel values in the mask of 4 pro-rule-1 pixel

vilue, (L7 i our experiments

pixels corresponds to a 323 window mask

was [irst transformed by the s

nond gray level trans-

er function. Eqg. (51, and then added. This value is

the threshold suitable for this pixel. The mean and

variance of the threshold of these pro-rule
T'he center of the f
funciion will be set 1o this mean

mixels

were caleulated

v membership
Both fuzzy seis
foow' and median, used this variance as their common
variance in defimng their respeclive |1||_'|u|l\-|»l||||
functions

For cach image pixel. we used max-min com

the
above four rules and then the center of area (COA)
19496 for

position and product implhication in reasoning

method was employed (Zimmermann
defuzaification. The inferred result, which has been
udapted o the focal characterisucs of the output new

ron pixel, was then used as the threshold value of each
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Table 2. The CPU processing time comparison of the MSLP with/without fuzzy rules, MLP, and SOM.

MSLP MLP SOM
Pattern CPU Time(s) CPU Time(s) CPU Time(s)
MSLP MSLP+Rule
Fig. 8(a) 8.15 12.28 10.10 332.86
Fig. 10(a) 7.51 10.69 7.78 256.46
Fig. 11(a) 8.03 12.11 10.01 329.54

output neuron pixel. And finally, the learning
procedures, described in Section IIl, of the MSLP
segmentation net were then followed to segment the
image iteratively.

2. Simulation Results

In this subsection, the segmentation results of a
modified single-layer perceptron network with or
without incorporating fuzzy if-then rules were
compared. With the threshold of the activation func-
tion of every pixel being selected by fuzzy rules, the
accuracy of the segmentation has been greatly in-
creased as illustrated by the three examples below.
The results of the MLP- and SOM-based methods are
also provided for comparison.

Using only the modified single-layer perceptron
network with the threshold of every output neuron
equal to 4.5, we obtained the segmented result, Fig.
8(b), of the input image Fig. 8(a). Based on the pro-
cedure mentioned in the previous subsection, the
membership functions related to the above four if-
then rules were obtained. The fuzzy sets concerning
the edge intensity, the vertical position, and the
threshold are shown in Figs. 9(a), 9(b), and 9(c),
respectively. Applying the MSLP network to Fig. 8
(a) with the threshold of output neurons being inferred
by these fuzzy rules, produced the segmented image
of Fig. 8(c). Comparing Figs. 8(b) and 8(c), we can
see that Fig. 8(c) 1s much better than Fig. 8(b), espe-
cially in the mast region of the ship. Fig. 8(d) is the
segmented result of Fig. 8(a) using the MLP-based
algorithm. In this figure, the MLP-based approach
produced an unsatisfactory result since several parts
of this ship disappear. Applying the SOM-based
method to Fig. 8(a), with the optimal threshold 7=
0.1, led to the resultant image of Fig. 8(e). As can be
seen in this figure, even though the mast of the ship
is segmented correctly, there are still many pixels
which are wrongly segmented and this makes the ship
full of holes and discontinuity.

Along similar lines, the MSLP networks with
and without if-then rules were applied to Figs. 10(a)
and 11(a). The resultant images are shown in Figs.

10(b) and 10(c), and Figs. 11(b) and 11(c),
respectively. From these figures, a consistent im-
provement in the segmentation accuracy of the MSLP
with fuzzy rules has also been obtained. A simula-
tion study of the MLP- and SOM-based methods has
also been done on Figs. 10(a) and 11(a). Figs. 10(d)
and 10(e) are the results of applying the MLP- and
SOM-based methods to Fig. 10(a), respectively.
Applying the MLP- and SOM-based methods to Fig.
11(a) produced Figs. 11(d) and 11(e), respectively.
The optimal thresholds T of the SOM method used
for Figs. 10(a) and 11(a) were set to 0.1 and 0.15,
respectively. We can see that the ship disappears par-
tially in Figs. 10(d) and 11(d) again. Observing the
results of Figs. 10(e) and 11(e), although there are
many detailed parts being segmented correctly, we
can observe that a compact ship image still cannot be
obtained by the SOM-based method.

The amounts of CPU processing time required
on an HP model/712 workstation for the proposed
MSLP with/without fuzzy rules, MLP, and SOM
methods for these three FLIR images are summarized
in Table 2. As Table 2 indicates, the processing time
needed for the SOM approach is significantly longer
than ours and the MLP approach. Although the CPU
processing time required for the MSLP with fuzzy
rules is slightly longer than that for the MLP model,
the segmentation results of the MSLP model, with or
without fuzzy rules inclusion, have overridden the
other two schemes.

V. CONCLUSION

A self-supervised modified single-layer
perceptron neural network for image segmentation is
presented in this paper. The proposed segmentation
network structure is simple and can be computed very
fast. Our proposed model achieves very good seg-
mentation accuracy and eliminates the problems of
partial and/or noisy segmentation that arises in some
recent approaches. Next, fuzzy if-then rules are in-
tegrated with an MSLP network, in which the thresh-
old of the activation function of the output neurons is
adaptively determined from fuzzy rule inference on
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localized information of the image. With such local-
ized tuning of this parameter, the threshold of output
neurons can be best matched to the local information
content of the image, and the segmentation network
becomes much more accurate and robust. FLIR im-
age segmentation examples demonstrate that incor-
porating such a fuzzy methodology with the MSLP
network greatly enhances the results over the origi-
nal MSLP numerical algorithm itself. This encour-
aging result suggests that integrating fuzzy logic into
a designed numerical-based algorithm in some way
can lead to a performance escalation. This is because
the concepts and experience of human beings, which
are modeled in fuzzy rules, and numerical algorithms
can work together and cooperatively to solve a
problem. Through the inclusion of fuzzy rules, the
numerical-based algorithm is enriched with human-
like knowledge as well as human information pro-
cessing ability in tackling the imprecision,
uncertainty, and ambiguity in the data. In this way,
we can thus mimic human decision making and
information processing ability along the execution
lines of the numerical-based algorithm. The idea of
incorporating fuzzy logic structure into a numerical
algorithm is promising and is worthy of further in-
vestigation in other application areas, in addition to
the image segmentation problem we have presented.

NOMENCLATURE

a(e) activation function of a node.

d; desired value of the j-th output node.

E(e) error function.

Qs sigmoid gray level transfer function.

t threshold of the sigmoid gray level transfer
function.

t, approximate slope of g;.

Wi synapse weight between the i-th input node
and the j-th output node.

w) synapse weight between the i-th input node

(of the j-th output node) and the j-th output
node of image X.

X bi-tone version of image X.

X; i-th input node.

x§) i-th input of the j-th output node of image
X.

Xon gray level of the (m,n)-th pixel.

Y actual value of the j-th output node.

n learning constant.

2] threshold value of a sigmoid activation
function.

Ux(x,,,) membership value of image X at the (m,n)-
th pixel x,,,,.

v linear index of fuzziness.

Vf gradient of image f.

Awy the increment of synapse weight w;.

AwY) the increment of synapse weight w!).

11.

12.

13.
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