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A High-speed Real-Time Binary 
BCH Decoder 

Shyue-Win Wei, Member, IEEE, and Che-Ho Wei, Senior Member, IEEE 

Abstract-A high-speed real-time decoder for t-error- 
correcting binary Bose-Chaudhuri-Hocquenghem (BCH) codes 
based on a modified step-by-step decoding algorithm is pre- 
sented. The average operation cycles for decoding each received 
word is just equal to the block length of the codeword. The 
decoder is constructed by three modules: the syndrome module, 
the comparison module, and the error corrector. Since all of the 
modules can be implemented by systolic circuits, the operation 
data rate of this decoder can theoretically be up to a rate of the 
inverse of two logic-gate delays. Based on different VLSI tech- 
nologies, such as CMOS, BiCMOS and G a b ,  the decoder can 
be operated from approximately several hundreds megabits per 
second to the order of gigabits per second. Thus, the decoder 
can be applied in the broadband service and video processing. 
Besides, by avoiding the use of inverse operation in the step-by- 
step decoding method, the circuit complexity of this decoder can 
be much less than the standard algebraic method in which the 
inverse operation is usually required for finding the coefficients 
of the error-location polynomial. The detailed circuit diagrams 
of the comparison module and error corrector for the double- 
and triple-error-correcting binary BCH codes are given for 
illustration. 

Keywords-BCH code; error-control coding; real-time imple- 
mentation; VLSI architecture. 

I. INTRODUCTION 
E Bose-Chaudhuri-Hocquenghem (BCH) codes 

correcting cyclic codes [11-[5]. The cyclic structure of 
BCH codes has been proved by Peterson in 1960 [6]. The 
most popular error-correcting procedure for the binary 
BCH codes is the standard algebraic decoding method 
consisting of three major steps [11-[51: 

1) calculate the syndrome values S,, i = 1,2,-.., 2t from 

2) determine the error-location polynomial a h )  from 

3) solve for the roots of a b ) ,  which are the error 

T” are a class of most extensively studied random-error- 

the received-word polynomial r (x ) ;  

the syndrome values of the received word; and 

locators. 

Among these decoding steps, the Berlekamp’s iteration 
algorithm for Step 2 and Chien’s search algorithm for 
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Step 3 are the most efficient. Another algebraic decoding 
method, known as the step-by-step decoding method, was 
first presented by Massey in 1965 for the general cases of 
BCH codes [7]. The basic principle of the conventional 
step-by-step decoding method is that it involves changing 
received symbols one at a time with testing to determine 
whether the weight of error pattern has been reduced. 
The method is less complex than the standard algebraic 
method since the step-by-step method avoids calculating 
the coefficients of error-location polynomial and search- 
ing the roots [7]. Another major advantage of the step-by- 
step method in hardware implementation is that there is 
no need for inverse operation in the decoding process. To 
simplify hardware implementation, a modified step-by-step 
decoder for decoding the double-error-correcting binary 
BCH codes was recently presented by the authors [8]. The 
basic principle of the modified step-by-step decoding algo- 
rithm is that it directly compares the number of errors in 
the current cycle with that in the previous cycle. However, 
this step-by-step decoder is not a real-time decoder since 
it requires n + k clock cycles for decoding one received 
word, where n is the block length and k is the length of 
information bits. In addition, the comparison circuit is 
designed using static read-only memory (ROM), thus the 
decoding speed of the decoder is limited by the computa- 
tion time of the comparison module. 

Using some results in [3]-[7], the idea presented in [8] 
can be extended for decoding a general t-error-correcting 
binary BCH code. Furthermore, a shifted-syndrome gen- 
erator is added into the decoder to enable the decoder to 
decode consecutive input code words in real time. The 
matrix calculation circuit in the comparison module is 
now designed by systolic circuits, thus the average compu- 
tation time for the high-speed real-time decoder is only 
two logic-gate delays. 

For the video-signal transmission and broadband ser- 
vice, very high data rate of transmission is usually re- 
quired. Based on current VLSI technologies, such as 
CMOS, BiCMOS [9], and GaAs [lo], propagation delay of 
one logic gate can vary from nanoseconds (ns) to picosec- 
onds (ps). It implies that the decoder can be operated 
from several hundred megabits per second up to gigabits 
per second if the average decoding time of each bit is only 
two logic-gate delays. 

11. BINARY BCH CODES 
A t-error-correcting binary-primitive BCH code is de- 

signed to be capable of correcting any combination of t or 
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fewer errors and can be denoted as ( n ,  k, d,,,) bp BCH 
code. The code is defined as follows [11-[5] 

Block length: 

Number of information bits: 
Minimum distance : 

n = 2" - 1 , m 2 3  
(imeger ) 

k 2 n - mt 
d,,, 2 2t + 1 

The generator polynomial of the code is specified in terms 
of its roots from the Galois field GF(2"). If a is a 
primitive element in the Galois field GF(2"), the genera- 
tor polynomial g(x) is the lowest-degree polynomial over 
GF(2), which has a', a2 , - -* ,  a'' as its roots. Let (x) be 
the minimal polynomial of a', then g(x) is the least 
common multiple (lcm) of M l ( x ) ,  M,(x)l;- . ,  M z r -  Jx), that 
is 

g(x) = lcm{Ml(x)7M,(x),-, 4 - I ( X ) } .  (1) 
The degree of each minimal polynomial is m or less, the 
degree of g(x) is therefore at most mt. In fact, the degree 
of the generator polynomial is 2m for t = 2, and is 3m for 
m > 4 i f t = 3 .  

The encoding process of a bp BCH code is the same as 
the typical cyclic code and can be described as 

C(x) = K(X)X"-" + mod{K(x)x"-k/g(x)} 

where K(x) is the associated information polynomial and 
mod {K(x)x"-k/g(x)} indicates the remainder polynomial 
of K(x)x"-~ divided by g ( x ) .  The encoding circuit for a 
systematic (n, k ,  d,,,) bp BCH code can be implemented 
by an (n - k)-stage linear-feedback-shift-register (LFSR) 
circuit [3]. 

Let e (x>  be an error polynomial and C ( x )  be a system- 
atic code-word; the received polynomial I ( X )  can be ex- 
pressed as 

= C O  + C I X  + * * *  +c,-lx"-' (2) 

r ( x )  = C ( x )  + e ( x )  

= ro + r l x  + r 2 x 2  + + r n - l x n - l  (3) 
and the corresponding syndrome values can be computed 
bY 

S,"(a) = r (x) , ,= ,1  
= e(x)l,,,i 

= mod b - w / M l w } , x = d  
= s,qo + Slq1a + S , q 2 a 2  + * * .  tS lqm-pm-l  

i = 1,3;--,2t - 1 (4) 
and S:, = (Sp)2 ,  i = 2,4,..-,2t for the bp BCH codes 
[11-[5]. In the paper, superscript "0" of S," means no shift 
operation of the received word is peiformed. S,", i = 

1,3;-., 2t - 1, are called initial syndrome values hereafter. 
Each syndrome value can be expressed as a polynomial of 
degree m - 1, or an m-tuple vector. In practice, the 
syndrome values can be computed by using a syndrome 
generator composed of t pieces of m-stage LFSRs [11-[51. 
Clearly, each S , ( x )  = e ( x )  if the degree of e ( x )  is less 
than the degree of M,(x) .  

111. DECODING ALGORITHM 
The basic principle of the step-by-step decoding method 

is that it involves changing the received bits one at a time 
by testing to determine whether the weight-of-error pat- 
tern has been reduced. Therefore, the relationship be- 
tween syndrome and weight-of-error pattern should be 
determined first. For a t-error-correcting bp BCH code, 
the relations among syndrome values can be found by 
using Peterson's direct-solution method [2], property 4' of 
[7], or theorem 9.11 of [31. For consistency in the following 
presentation, the theorem is rewritten as follows: 

Theorem I :  For an (n, k, dmin) bp BCH code, let syn- 
drome matrix L:, 1 I p I t be given by 

1 0 ... 
0 1  

p = 1,2;*., t. 

Then, L: is singular if the number of errors is p - 1 or 
less and is nonsingular if the number of errors is p or 
p + 1. 

Using the theorem, the number of errors can be 
bounded in terms of det (L:), det (Lo,),..., det (L:). For in- 
stance, det (Lo,) = 0 implies that the number of errors is 
three or less. Furthermore, the number of errors can be 
determined in terms of the relations among det(L:,), 
det (LO,);.., det (L:). For example, if det (LO,) # 0, det (L:) 
# 0, and det (Lo,) = 0 for p = 3,4,-.., t ,  then two errors 
have occurred. Since we only care whether or not the 
value of det(L:) is equal to zero, the results can be 
denoted by using t decision bits h; ( p  = 1,2,...,t), de- 
fined by 

h; = 1 if det (L:) = 0, p = 1,2,..., t. ( 5 )  

Using the decision bits, a decision vector Ho is defined as 

Thus, the number of errors can be uniquely determined in 
terms of the decision vector Ho if and only if the number 
of errors is t or less. From implementation point of view, 
the decision vector can be regarded as different determi- 
nants are computed in parallel. For example, if t = 2, it 
can be found that 

If there is no error, then Ho = (1,l). 
If there is one error, then Ho = (0,l). 
If there are two errors, then Ho = (0,O). 

Using Theorem 1, the decision vector of a general 
t-error-correcting 6p BCH code can be determined as 
follows: 

If there is no error, then Ho E c $ ~  = {(l')}, where 1' 
indicates t consecutive identical bits of 1. For exam- 
ple, vector (i3) = (I, I, 1). 
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If there is one error, then Ha E 41 == ((0,l‘- ’)} 
If there are 5 errors, 2 I 5 < t, i.hen Ha E 4c = 

Kx5-’, O,O, l f-c)l ,  where the symbol “x” can be “0” 
or “1.” 
If there are t errors, then Ha E 4‘ = { ( ~ ‘ - ~ , 0 , 0 ) ) .  

In general, 45 (0 I l I t )  is a set of all possible decision 
vectors that 4‘ errors have occurred. 

From the above rules, the decision vectors of various 
weights-of-error patterns can be distinguished from one 
another if the weights of the error patteims are t or less. 
Thus, the number of errors can be correctly determined in 
terms of the pattern-of-decision vector if and only if the 
weight-of-error pattern is t or less. Since the bp BCH 
codes are an important class of cyclic codes, the code 
words and the received words can be cyclically shifted 
without losing their information of syndrome. Using the 
cyclical properties of the bp BCH codes, if the first 
position of r (x ) ,  r,,- 1 ,  can be decoded correctly for all 
correctable error patterns, then the entire word can be 
decoded correctly [31, [71. If r’(xS is obtamed by cyclically 
shifting r ( x )  j places to the right, then it is known that 
the corresponding syndrome, denoted by Si, can be ob- 
tained by shifting the contents of the LFSR’s j times in a 
syndrome generator with initial contents [3, theorem 8.71. 

Let us first denote that 
- 
S,l = Si, f o r j  = 0; i = 1,3;..,2t - 1 (7a) 

si = Si + 1, for 1 ~j ~ n ;  i = 1,3,-.. ,2t - 1. 

Sp and Si + 1, j = 1,2,--., n; i = 1,3;.., 2t - 1 in (7) are 
represented by a unified symbol where !?I, where sp = Sp 
(i = 1,3,..-, 2t - 1) are initial syndrome values of r ( x ) ,  
and si ( j  2 1; i = 1,3;..,2t - 1) are syndrome values of 
r’(x)  + 1. That the magnitude of the j bit place of d x ) ,  
r,,-, is changed is indicated by r ’ (x )  t 1. Some corre- 
sponding decision bits can also be defined in the follow- 
ing: 

hL = 1 if det (LL) = 0, p = 1,2;.., t ;  1 I j I n 

(8) 

where 

... 1 
p i p - l  s i p - 2  s i p - 3  

- .  - .  

p = 1,2,...,t; 1 I j I n .  

Finally, these decision bits can be used to form a decision 
vector HI: 

HI = (h{ ,h$, . - . ,h j ) ,  1 s,j ~ n .  (9) 

Thus, Ho is the decision vector of initial syndrome 
values and HI, j 2 1 is the decision vector of temporarily 

changed syndrome values, Si + 1, which indicate that the 
magnitude of the first position of r’(x) is temporarily 
changed. Thus, the number of errors represented by H’ 
will decrease by one if the first position of r’(x), r,,-, is an 
erroneous bit; otherwise, an extra error is added to r ’ (x )  
and the number of errors will increase by one. Obviously, 
the weight difference between the error vector repre- 
sented by H o  and the error vector represented by H’ is 
one. Thus, the first position of r’(x) can be determined to 
be an erroneous bit or not in terms of the difference 
between Ho and HI. 

Theorem 2: For a t-error-correcting ( n ,  k ,  d,,,) bp BCH 
code, if all the decision-vector sets 4c ( 5  = 1,2;.., t )  can 
be found and distinguished from one another, then any 
error pattern of weight t or less can be corrected by a 
step-by-step decoding method. 

Proofi 
Case I :  If the weight of the received error pattern is 

1, then Ha E &. Consider temporarily changing the re- 
ceived digits r , , ~ l , * ~ ~ , r a  one at a time. Suppose that ‘,,-, 
is an erroneous bit; then changing rn-, will reduce the 
weight-of-error pattern and hence H’ E &. Conversely, 
suppose r,,-, is a correct bit; then changing r,,-, will 
increase the weight-of-error pattern to two and hence 
H’ E 42. Since +,,, +1, and 42 can be distinguished from 
one another, the error pattern can be correctly decoded. 

Case U,  2 I U < t: If the weight of the received error 
pattern is U ,  then Ho E &. Consider temporarily chang- 
ing the received digits r,,- 1 , * * * ,  one at a time. Sup- 
pose r,,-] is an erroneous bit; then changing r,,-, will 
make H’ E Suppose r,,-, is a correct bit; then 
changing r,,-, will make H’ E 4u+l. Since &, and 
4u+l can be distinguished from one another, the error 
can be corrected. After the first error has been corrected, 
this case is reduced to the case ( U  - 1). 

Case t: If the weight of the received error pattern is t ,  
then Ho E 4!. Consider temporarily changing the received 
symbols r,,- 1 , * - * ,  r f -  one at a time. Suppose r,, -, is an 
erroneous bit; then changing r,,-, will make H’ E 4t-l. 
Suppose r,,-, is a correct bit; then changing r,,-, will 
increase the weight-of-error pattern to t + 1. That is, the 
weight of e ( x )  + x’ is t + 1. For a t-error-correcting bp 
BCH code, d,,, 2 2t + 1, and thus it is possible for some 
received words to have 4 x 1  + xn- l  = C(x)  + e ( x )  + xn- l  
= C ‘ ( x )  + e ’ ( x )  where C’(x)  is another code word and 
the weight of e ’ ( x )  is at least t. Clearly, Hamming dis- 
tance of {C,C’} = weight of { e  + e’}. Therefore, the deci- 
sion vectors of e’(x> and e ( x )  + xn-’ can be discrimi- 
nated with any other decision vector belonging to the 
decision-vector set 4‘ - 1 .  Besides, 4‘ can be distinguished 
from 4t-l. Therefore, the error can be corrected. After 
the first error has been corrected, this case is reduced to 
the case ( t  - 1). 

In summary, any combination of t or less errors can be 
decoded correctly with a step-by-step method. 

Based on Theorem 2, a modified step-by-step decoding 
algorithm for decoding a t-error-correcting bp BCH code 
can be described as follows: 
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Let j = 0. 
Calculate syndrome values Ss ( i  = 1,3;-.,2t - 1) 
from d x ) .  
Obtain Ho. 
L e t j = j + l .  
Shift syndrome values once; calculate S / ( x )  + 1 (i = 
1,3,-.. ,2t - 1) and then obtain Hi. 
Let Ho E & and Hi E $L-l (where 1 I 5 I t) ,  then 
perform: rn-j  = rn-j  + 1. 
If j = n,  then pass the check bit ro without decod- 
ing; otherwise, go to step 3. 

This modified step-by-step decoding algorithm needs 2n 
operation cycles to decode one received word. In the first 
n operation cycles, initial syndrome values Ss are calcu- 
lated in step 1. In the n + l th operation cycle, Ho is 
calculated. In the other n - 1 Operation cycles, the errors 
in the received word, except ro, are corrected. Since we 
only concern the errors in the information part of the 
code, the decoding work of check bit ro can be skipped 
without effecting the performance. The reason of skipping 
ro without decoding is to achieve a real-time decoding in 
hardware implementation. The number of total operation 
cycles for finding Hi ( j  = 0,1,2;--, n - 1) is just equal to 
n, which is equal to the requirement number of operation 
cycles for calculating initial syndrome values. Therefore, 
when the decoder is used for finding Hj of the current 
received word, the initial syndrome v.alues of the next 
received word can be concurrently calculated by another 
extra syndrome generator 131. Thus, the average operation 
cycle for decoding each received word is equal to the 
block length of the code. The detailed operation proce- 
dure of the real-time decoder will be described in the next 
section. 

IV. HARDWARE IMPLEMENTATION 
A high-speed real-time decoder based on the above 

decoding algorithm is proposed in the following. Fig. 1 
shows the functional block diagram of the decoder. The 
decoder comprises one syndrome gene rator, one shifted 
syndrome generator, one comparison module, and one 
error corrector. The first syndrome generator is used to 
calculate the initial syndrome values of received words, Sp 
(i = 1,3;.-,2t - l), that is, step 1 of the modified step- 
by-step decoding algorithm. The second shifted syndrome 
generator is used to obtain shifted-syndrome values, 
S:, S;,**-, S:-' in sequence. Both the syndrome generator 
and the shifted syndrome generator can be implemented 
by conventional LFSR's [11-[5], or by systolic circuits. The 
comparison module is used to calculate the temporarily 
changed syndrome values si (0 I j I n - 1; i = 1,3;.., 
2t - 1) and then determine the decision bits h; (0 ~j I 
n - 1; p = 1,2;-., t ) .  According to the decision bits, h: 
( p  = 1,2,.-. ,  t )  and h; (1 s j  I n - 1; p = 1,2;-.,t), the 
error corrector can tell whether the first position of r J ( x ) ,  
rnP l ,  is erroneous or not. If the corresponding bit is 
judged to be an erroneous bit, the decoder sends a cor- 
recting bit E, = 1 to change its magnitude. The detailed 

Decoding delay buffer 

.- 
Syndrome generator j 

i 

Campanson module 

Error - c o me c t o r 

I 

4 

OUT 

r-bii bur line 

bur line for I syndrome values + 
Fig. 1. Functional block diagram of the high-speed real-time t-error- 

correcting bp BCH decoder. 

design of each module of the decoder is described as 
follows. 

A. LFSR Syndrome Generator 
It is well known that a conventional syndrome genera- 

tor can be implemented by t pieces of LFSR's [11-[51. A 
combined design of syndrome generator and shifted syn- 
drome generator is proposed by slightly modifying the 
conventional syndrome generator, as shown in Fig. 2. The 
circuit showed in Fig. 2 is an example of (15,7,5) bp BCH 
code, and the architecture can be analogously extended 
for any other codes. As soon as the entire r ( x )  has been 
shifted into the upper LFSR's, the contents in the upper 
LFSR's are saved in mt pieces of latches that will be used 
to reset the contents of the lower LFSR's at the (n + 21th 
clock cycle by a control sequence CS1 = (1,O"- 'I:, where 
symbol (1,O"- ')," denotes a periodic bit sequence having a 
period of n bits and having d delay bits preceding the first 
bit of the bit sequence. Each of the delay bits is with a 
"don't-care" value, as shown in Fig. 3. After the setting, 
S; can be obtained at the output. Continuously shifting 
the lower LFSR n - 1 times, we can find S!, S:;.., Sr- 
at the output in sequence. In Si circuit of Fig. 2, some 
latches are inserted between the lower LFSR and the 
adders to speed up the computation of the syndrome 
module. The design rule is to make the computation time 
less than two logic-gate delays, which is the average com- 
putation time of the comparison module. In S{ circuit of 
Fig. 2, the same number of latches are also inserted to let 
all the syndrome values arrive the comparison module at 
the same time. 

The latency of the syndrome module depends on the 
insertion of latches, where the latency is defined as the 
group delay of first-input and first-output bit. For exam- 
ple, the latency of Fig. 2 is n + 4. 
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cso= (1,cP'): : j 1  0 0 0 e . .  0: I 0 0 0 * * e  0; 1 0 0 0 ... 

(a) 

(1.V'): . O S d < n  : x x X 1 0 0 0 * * *  0 1 0 0 0 0 1 0 0 0 * - .  0 1 0 0 0 * - -  - 
d-bit n b m  

Note x means 1 can be '0' or '1' 

for any control sequence (1.0" ' JP  
, j , p f  = d- bt delays 01 sequence 01 ii.& . where d - P modulo n 

(b) 

Fig. 3. Required control sequences of the real-time bp BCH decoder. 
(a) Global clock and basic control sequence. (b) Required control 
sequences. 

B. Systolic Syndrome Generator 
Since a feedback connection is required in an LFSR 

circuit, the speed of shift operation will be affected be- 
cause of propagation delay of long feedback wire. In 
general, the degradation in speed depends on the layout 
of feedback-connection wire and its length. For small m, 
the operation of LFSR can still be very fast. When the 
decoding speed is very critical, based on (5), a systolic 
syndrome generator is presented 1111. The syndrome gen- 
erator consists of t cells, where the cell circuit is redrawn 
in Fig. 4. When the syndrome values are calculated in the 
syndrome generator, the values will be kept there by a 
control sequence CS1 = (1,O"- '1: until the syndrome 
values of the next received word are calculated. Clearly, 
the latency of the systolic syndrome generator is n clock 
cycles. 

The shifted syndrome generator can also be imple- 
mented by systolic circuits. Since Sf can be further ex- 
pressed by 

Si( a )  = rJ(x)lx=al 

= mod(r(x)x'/x" + l } lx=, l  

= Sp(a)aJ ' ,  0 s j  I n ; i  = 1,3,...,2t - 1. 
(10) 

A cell circuit of a systolic shifted syndrome generator 
based on (10) is shown in Fig. 5. To perform the multipli- 
cation operation in GF(2" 1, a parallel-in, parallel-out 
product-sum systolic multiplier can be employed, where 
the average computation time of a multiplication is only 
two gate delays [lo]. The latency of the systolic multiplier 
is 2m clock cycles. A shifted syndrome generator consists 
of t identical cells. The shifted syndrome generator keeps 
the syndrome values in the first cycle, then cyclically shifts 
the syndrome values once in each multiplication, that is, 
obtaining Sp, S:, S,?,..., Sy- in sequence. Since some 
latches are added at the output of the multiplier to let all 
of the bits of syndrome value arrive the output at the 
same time, the latency of systolic shifted syndrome gener- 
ator is 3m - 1 clock cycles. 

a13i 
a(n-1)' 

latch 

Fig. 4. Cell circuit of systolic syndrome generator over GFe4).  From 
[HI. 

Fig. 5. Cell circuit of systolic shifted syndrome generator. 

Hereinafter, all the control sequences used in the de- 
coder are based on the assumption that the systolic syn- 
drome generator and shifted syndrome generator are em- 
ployed. 

C. Comparison Module 

Fig. 6 is a block diagram of a comparison module, 
where t pieces of simple complement circuits are used to 
pass Ss = sp, i = 1,3,..-,2t - 1 in parallel at the first 
clock cycle and then used to obtain Si + 1 = $! for 
j = 1,2;--, n - 1. The operation is controlled by a control 
sequence CS2 = ( l ,O" - ' )~ ' ' - ' .  When CS2 = 1, the com- 
plement circuits pass the first bit of syndrome values; 
when CS2 = 0, the complement circuits complement the 
magnitude of the first bit of syndrome values. Fig. 7 shows 
the circuit of a complement circuit. To determine the 
decision bits hi (0 I j I n - 1; p = 1,2;--, t )  in terms of 
S: (0 s j  4 n - 1; i = 1,3;..,2t - 11, we must first calcu- 
-. 
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late the values of det (LA) (0 I j 5 n - 1; p = 1,2;.-, t ) .  
In Fig. 6,  the matrix-calculation circuit, a subcircuit in the 
comparison module, is used to calculate the determinant 
of the syndrome matrix, det (L;). Only addition and multi- 
plication operations are required for computing the deter- 
minant of the syndrome matrix. The addition operation in 
GF(2") is quite simple and can be accomplished by using 
a set of m pieces of 2-input exclusive-oR (XOR) gates. 
Since the multiplication operation is performed by a prod- 
uct-sum systolic multiplier with a latency of 2m clock 
cycles [121, the latency of the matrix-calculation circuit is 
determined by the number of multipliers. To reduce the 
overall latency of the matrix-calculation circuit, a power- 
sum systolic circuit can also be employed [131. The design 
of matrix-calculation circuits for double- and triple-error- 
correcting bp BCH codes will be illustrated in the later 
section. Finally, after finding the values of det (LA), the 
decision bits h; (0 I jln - 1; p = 1,2;.., t >  can be deter- 
mined by using t simple zero-checking circuits, each one 
constructed by an m-input NOR gate and some latches, as 
shown in Fig. 8. The t refresh circuits are cascaded with 
the zero checkers. There are two parallel outputs in the 
refresh circuit: the right output represents the initial 
decision bits, h:; while the left output pin represents the 
h;. The write-in operation of ho is controlled by the 
control sequence CS3 = (1 ,O"-  1)g:'4m. /is the value h: is 
saved, it will be kept unchanged in the next n - 1 clock 
cycles. Clearly, the values appearing in the two output 
pins of the refresh circuit will be the same at the write 
cycle of h:. Finally, it is noted that the calculation of 
decision bits hi for all j can be obtained by using the 
same - circuits, since it only depends on the circuit input, 
Si. 

D. Error Corrector 
The error corrector is used to perform the operation of 

step 5 of the modified step-by-step decoding algorithm. 
When the decision vectors Ho and H' are determined, the 
error corrector can then determine whether the corre- 
sponding bit is erroneous or not in terms of the difference 
between Ho and HI. The error corrector can be easily 
implemented by some logic gates. After the decision, the 
circuit sends a correcting bit E, = 1 or E, = 0 to decode 
the corresponding bit. Some latches may need to be added 
in the error corrector to make the average computation 
time equal to or less than two logic-gate delays, which is 
the computation time in the syndrome module and com- 
parison module. The logic function of the error corrector 
is determined only by t and is independent of the block 
length of the code. Based on the logic function of the 
modified decoding algorithm, it is found that the output of 
the error corrector, E,, is always equal to 0 in the writing 
cycle of Ho (within this cycle, H' = Ho for any j ) .  

E. Operation and Control Sequences 
Fig. 9 shows the operation principle of the high-speed 

real-time decoder. The received words are consecutively 
read in. After n clock cycles, the initial syndrome values 

Systolic matrix calculation circuit 

Latency =Q, 

det(L',) 

checker 

h: 

Zero- 

circuit 

h: *, 

- slngle-hl signal h e  , - bur line of one syndrome value 

Fig. 6. Comoarison module of the real-time decoder for t-error-cor- 
I 

recting bp BCH codes. 

I 
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_ _ _ _ _ _ _  - 
- 

Fig. 7. Circuit of complement circuit. 

1 
Fig. 8. Circuit of zero checker. 

of the first received word are calculated in the syndrome 
generator and then passed to the shifted syndrome gener- 
ator, as shown in Figs. 2 and 4. At the same time, the 
syndrome generator is ready for calculating the initial 
syndrome values of next received word, that is, the second 
received word is consecutively read into the syndrome 
generator without interrupting. After g, + 4m clock cy- 
cles, the decision vector Ho is obtained at the output of 
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Fig. 9. Operation sequence of the real-time decoder. 

the comparison module. When the first ( n  - 1 - gd - 
4m) bits of the first received word are decoding, i.e., after 
2n clock cycles of the global clock, the initial syndrome 
value of the second received word is found in the syn- 
drome generator. After the first n - :l bits of the first 
received word are decoding, the Ha of the second re- 
ceived word is consecutively sent to the refresh circuit of 
the comparison module, that is, the ro bit of the first 
received word is directly read out from the buffer without 
decoding at the cycle of finding the Ho of the second 
received word. Fortunately, bit ro is a check bit when the 
received word is in systematic form. Repeating the same 
process, the high-speed real-time decoder may work at a 
speed equal to the line-data rate, with a group delay of 
n + g + 1 clock cycles at the initial time, where g is the 
latency of the decoder and the extra one clock delay is 
used for finding Ha of the first received word. 

The required global-control clock signal CLKl of the 
real-time decoder is shown in Fig. 3. All the shift opera- 
tions of latches and registers of the decoder are controlled 
by the pulse lead of CLKl. In practice, the basic clock 
signal CLKl can be extracted from the line signal by 
employing a phase-locked-loop (PLL) circuit. As shown in 
Figs.1-8, the high-speed real-time decoder requires only 
three control sequences to do the decoding work. The first 
control sequence CS1 = (I, On-'): or CS1 = (1,O"- '1; is 
used to calculate the initial syndrome values and pass 
them to the shifted syndrome generalor. The second 
control sequence CS2 = (0,l"- '):"-' is used to comple- 

s: 

power-sum AA c 
systolic 

circuit [I31 

E : In-Order circuit Function of 

: 2m-bit delay buffer 

Fig. 10. Matrix-calculation circuit of ( n ,  k ,  5)  bp BCH decoder. 

Fig. 11. In-order circuit 

~ 
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ment the first bit of syndrome values. The third control 
sequence CS3 = (1,0n-')p+4m is used to save the deci- 
sion bit h:. All the three control sequences can be gener- 
ated from the basic control sequence ( l ,O"- ' )~ by some 
delay latches. 

V. DESIGN EXAMPLES 

A, Double-Error-Correcting bp BCH Codes 
Fig. 10 shows the circuit diagram of a matrix calculation 

circuit. It needs only a power-sum circuit, which is com- 
posed of m2 identical cells [13] and some in-order circuits 
to control the input bit sequences [121, [131. The in-order 
circuit can be constructed by some latches, as shown in 
Fig. 11. The latency of the matrix calculation circuit is 
only 2m, and the latency of the comparison circuit is 
therefore equal to 3m + 1. Fig. 12 shows the comparison 
module of a (15,7,5) bp BCH decoder as an example. In 
the fresh circuits, since the first 25 bits of (1, Oi4);: can be 
of any pattern, as shown in Fig. 3, the control sequence 
(1, Ol4):; can be substituted by (1, Oi4):, without affecting 
the decoding process. For the double-error-correcting bp 
BCH code, +a = {(1,1)1, +1 = KO, 111, and +* = K0,ON. 
Based on the decision vectors, Fig. 13 shows the corre- 
sponding error corrector. The latency of the error correc- 
tor is only one clock cycle. Thus, considering one clock 
delay of finding Ha, the decoding delay of double-error- 
correcting bp BCH code can be found to be n + 6m + 2, 
which is the required length of the decoding delay-buffer 
in Fig. 1. 
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MUX : 

h i  h: 

Fig. 12. Comparison module of (15,7,5) bp BCH decoder 

Fig. 13. Error corrector of (n, k ,  5) bp BCH decoder. 

B. Triple-Error-Correcting bp BCH Codes 
From Theorem 1, the decision-vector sets of triple-er- 

ror-correcting bp BCH codes are 4o =: {(l, 1, l)), = 

KO, LO}, 42 = KO, 0,1)), and 43 = ((1, 0, O), (O,O, 0)). The 
error corrector for the ( n ,  k, 7) bp BCH codes is imple- 
mented in Fig. 14 by using the decision-vector sets. The 
latency of the error corrector is two clock cycles. From a 
hardware-implementation point of view, the computation 
path in the matrix-calculation circuit should be designed 
carefully; a well-planned organization of computation 
paths will make the latency of the matrix-calculation 
circuit small. For example, in this case of triple-error-cor- 
recting bp BCH code, computations of (let (LI), det (Li), 
and det (Li) in the matrix-calculation circuit are required. 
The operations of det (Li) and det (Li) are the same as 
that in the double-error-correcting case. The expression 
det (Li) = (f{)6 + (fi)33i + + (Til2 can be reorga- 
nized as + + [(f{I23i + s$(, then only one 
product-sum multiplier, three power-sum circuits, and one 
adder are required to compute det (Lg). The detail of the 

..... 

H0 H' 

Fig. 14. Error corrector of (n, k ,  7) bp BCH decoder. 

design of a matrix-calculation circuit is illustrated in Fig. 
15. It can be seen that the latency of the matrix-calcula- 
tion circuit is only 5m clock cycles. Thus, the decoding 
delay of the triple-error-correcting bp BCH code is n + 
9m + 3. 

VI. CONCLUSIONS 
A modified step-by-step decoding algorithm for t- 

error-correcting bp BCH codes has been presented. The 
decoding algorithm avoids the need to calculate the 
error-location polynomial in order to find the error loca- 
tors. Also, by avoiding the use of computation-intensive 
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Fig. 15. Matrix calculation circuit of (n ,  k, 7) bp BCH decoder. 

inverse operations, the modified decoding method can be 
much less complex than the conventional standard alge- 
braic method in hardware implementatioa. Based on the 
modified step-by-step decoding algorithm, a high-speed 
real-time bp BCH decoder has been presented. The de- 
coding speed of this decoder can be up to the inverse of 
two logic-gate delays. Based on different VLSI technolo- 
gies, the decoder can be operated from several hundred 
megabits per second up to the order of gigabits per 
second. The decoder requires only three control se- 
quences, which can be generated by a basic control se- 
quence. The detailed circuits of the matrix-calculation 
circuit and error-corrector of double- and triple-error-cor- 
recting codes are also given. Because of its simplicity in 
structure and circuit realization, this decoder may be 
easily implemented in one monolithic chip. 
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