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Design of Multicode CDMA Systems for 3-D
Stereoscopic Video over Wireless ATM Networks

Po-Rong ChangMlember, IEEEChin-Feng Lin, and M. J. Wu

Abstract—This paper investigates the application of multicode the various kinds of services, video service is becoming an
spread-spectrum code-division multiple-access (SS-CDMA) tech- important component of multimedia communication. In this
niques to three-dimensional (3-D) stereoscopic video transmlssmnpapen we are particularly interested in three-dimensional

over wireless asynchronous transfer mode (ATM) networks. S . .
Three-dimensional visual communications, made through the use (3-D) stereoscopic video. One could acquire the 3-D video

of stereoscopic images, are able to achieve total display realism.0y wearing a portable stereoscopic eyeglasses with wireless
Such services allow users to share the virtual reality (VR) world communication capability. Stereoscopic image display is a
without any geographical restrictions. In order to create a 3-D simple and compact means of portraying depth information
system with two images (left and right) that should be transmitted on a two-dimensional (2-D) screen. The binocular parallax

over a bandlimited mobile channel simultaneously, a cost-effective . . :

Motion Picture Experts Group (MPEG)-based wavelet multires- or disparity betweep two |mages of _the _same spene, shot
olution coding with a joint motion and disparity compensation is from two nearby points of view, contains information about
developed to reduce a large amount of information contained in the relative depths of the objects in the scene. Two pictures
the images to meet the low-transmission rate limitation of mobile acquired in this manner form a stereopair. This relative depth

channels. However, the rapidly variable bit rate (VBR) charac- : T
teristics of the MPEG-based 3-D videos seems a weakness to thecan be deduced by humans, when each eye is presented with its

transmission of such videos via a constant bit-rate (CBR) mobile correspondlng image. In OFh_er words, the s_ense of stereovision
channel. The ATM technique is especially well suited for VBR C€an be simulated by acquiring these two pictures of the same
MPEG-based 3-D video because of its ability to allocate bandwidth scene with the disparity and by presenting the left picture to the
on demand to these services. However, since the mobile radio hasieft eye and the right picture to the right eye. Thus, stereoscopic
a limited channel capacity, the overall capacity of the traditional  jy4546 transmission requires twice the conventional monocular
ATM-based SS-CDMA system may not be sufficient to accommo- t o bandwidth. H | h 114
date the MPEG-based 3-D video services requested by the multiple ransmission bandwidn. owever, _seve_ra s¢ _emes [ ]__[ ]
mobile users simultaneously. To tackle this difficulty, a multicode have been developed to exploit the disparity relation to achieve
CDMA technique is proposed to provide VBR MPEG-based 3-D compression ratios higher than that obtained by the independent
video services by varying the number of spreading codes assignedcompression of the two pictures.

to the 3-D video to meet its dynamic throughput requirement. ' orger to further increase the compression ratio, in this

Powerful forward error correction (FEC) codes are necessary to v th ixed luti di techni 1
protect the video data so that it can be successfully transmitted at PP, We apply the mixed-resoiution coding technique [1]

an acceptable signal power level. Two separate FEC code scheme$0 incorporate with the disparity-compensated stereoscopic
are applied to the header and payload of an ATM cell containing image compression. The mixed-resolution coding is a per-
3-D video data, respectively. The ATM cell header is protected by ceptually justified technique that is achieved by presenting
a relatively powerful FEC code to ensure correct delivery and Io_w one eye with a low-resolution picture and the other eye with
cell loss rate (CLR). On the other hand, the ATM cell payload is ' . ; . .
encoded for varying degrees of error protection according to the one high-resolution plcturg. PSyChqthS'Cal experlments ,[1]
priority of the payload data in 3-D videos. An adaptive FEC code have shown that a stereo image pair with one high-resolution
combining scheme is proposed to provide the good protection for image and one low-resolution image provides almost the
payload data with the maximization of its code rate to minimize same stereoscopic depth to that of a stereo image with two
the extra bandwidth for FEC overhead. high-resolution images. By combining both the mixed-res-
Index Terms—Multicode CDMA, 3-D video, wireless ATM. olution coding and disparity-compensated techniques, one
reference (left) high-resolution image sequence can be com-
pressed by a Motion Picture Experts Group (MPEG)-based
motion-compensated discrete consine transform (DCT) scheme
N THE NEAR future, third-generation (3-G) mobileindependent of the other (right) image sequence. By performing
communications based on the asynchronous transfer maelg-resolution disparity-compensated technique, the disparity
(ATM) are developed to support a wide variety of multimed& able to predict the low-resolution right image sequence
services with diverse statistical characteristics and quality 6m the left image sequence at a lower resolution using the
service (QOS) requirements at cell and call levels. Amonfjsparity relation. The low-resolution images are obtained
using the well-known novel wavelet decomposition [5], [6].
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match the frequency-selected properties of human visual

system. The wavelet low-resolution subimage in the left image A
is encoded by a well-known motion-compensated DCT scheme o
called the MPEG phase 2 (MPEG2) compressed video [9] since T

its characteristics are quite similar to the original image. In
addition, the other high-frequency wavelet detail subimages in
the left images are encoded by a motion-compensated scheme
with a multiresolution scalar quantizer, where each quantization
level corresponds to a detail subimage at its corresponding e B
resolution level. On the other hand, the right image can be
reconstructed from the left image by using the wavelet-based

Left Picture

-4
disparity-compensated technique. Since the estimation of both

the motion vector and disparity is the computational burden

of the joint motion and disparity-compensated technique, we

apply the variable block-size multiresolution block matching Right Picture
method [3] to reduce their computational complexity. Both

the estimated motion vector and disparity are then differential \d
pulse code modulation (DPCM) coded, and all quantities are

entropy coded prior to the transmission. B

The ATM technology utilizes the nature of the traffic to effec-
tively allocate the network resources via statistical multiplexing.
Recently, wireless ATM has become an important research topic o
over the last three years [10]-[12]. Such services allow users to Disparity
share novel multimedia applications without any geographical
restrictions. J. Zhangt al. [13] have investigated an applica-Fig- 1. Stereo disparity: A and B are matching points in the stereopair and d
tion of wireless ATM techniques to the transmission of MPE(‘.’%j the disparity vector.
video. However, they did not consider the problem of transmit-
ting high-variable bit-rate (VBR) MPEG-based 3-D video ovelive and subjective quality of received MPEG video via multi-

a narrow-band wireless channel. This problem could be anmath fading channels. Therefore, in Section VI, a modification
liorated via multicode code-division multiple-access (CDMADf both the spatial and temporal error concealment techniques
transmission [8], [14]-[16]. In other words, high data transmi$18]-[23], [35] is applied to recover the left picture in 3-D video
sion rates are achieved by allocating more than one spreadivith information loss. Moreover, a disparity error concealment
code to a single MPEG-based 3-D video in order to create maeehnique is proposed to recover the damaged right image. Fi-
than one virtual channel for the 3-D video. The code number aslly, a typical 3-D video test sequence is conducted to verify
signed to each 3-D video is proportional to the dynamic sourttee effectiveness of the proposed ATM-based multicode CDMA
bit rate of 3-D video. Therefore, a spreading code assignmaystem in various aspects.

mechanism has been proposed to assign an appropriate code

number to each 3-D video in order to achieve the maximumre- || StereoscoPICIMAGE COMPRESSIONUSING

source utilization. Furthermore, in order to avoid the self-inter- MIXED-RESOLUTION CODING TECHNIQUES

ference that a 3-D video employing multiple codes may incur, L

the multiple codes to/from one 3-D video should be made df: 1heory of Stereovision

thogonal. This particular spreading coding scheme is called theThe sense of stereovision is normally simulated by viewing
concatenated orthogonal/PN spreading code [15] which is @atrue 3-D scene. It is possible to stimulate the sense of stere-
pable of subdividing a high rate stream belonging to a 3-D intwvision artificially by acquiring two pictures of the same scene
several parallel lower basic bit-rate streams without self-intdrom separated positions and by presenting the left picture to the
ference. In addition, the quality of received 3-D video may déeft eye and the right picture to the right eye. Two pictures ac-
grade severely when the ATM cell loss occurs due to the m@uired in the manner form a stereopair. One of the most impor-
tipath fading, interference, and channel noise. In Section IV, éamt ideas in the study of stereopairs is that of disparity. Fig. 1
adaptive forward error control (FEC) code combining schenilustrates the concept of disparity. Given a point A in the left
has been proposed to eliminate the cell loss according to bpithture, its matching point B in the right picture does not in gen-
the statistical behavior and the importance of data in 3-D videeral lie directly underneath A. The vector connecting B to A has
The objective of code combining is to maximize its code rate ahaen called the disparity, the stereo disparity, the binocular dis-
to provide good error protection with reasonable delay. Simulparity, and the binocular parallax of the point pair (A, B). The
tion results show that this FEC code combining scheme is ablisparityd associated with the point pair (A, B) consists of two
to protect the 3-D video data and achieve the good received ptemponents: a horizontal componeftand a vertical compo-
ture quality without a large amount of extra FEC overhead dateentd,. Depending on the camera geometry being used, each
Moreover, Zhang and Lee [13] have shown that the error cotemponent of the disparity can be either positive or negative.
cealment techniques are very effective in improving both objeé¢hen negative disparity occurs, the scene being viewed will
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appear to be floating in the space between the viewer’s eyes avtteres) is the mother waveletp is a scaling parameter amd
monitor. This type of imagery cannot be produced without the a shift parameter, and the 1-D scaling function is defined by
aid of stereoscopic devices such as shutter glasses. For another

case of parallel axes camera geometry, the vertical component Pmn(w) = 27D p(27 ™My — ) %)

of disparity is always zero and the horizontal component of the

disparity is always positive. This implies that the parallel axe¥éhere@ is the mother scaling function. Hence, a 2-D wavelet
geometry processes a simple mathematical relationship betw@psform of imagef (, ) between the scalet and2" can be
the disparity of a point pair and the distance to the object it refPresented as a sequence of subimages

resents. In general, the disparity veatiocan be used to predict . h

one image of stereopair from the other. For example, given a {Gone f, Wine fli=1,2,3, -+ Wi flj=1,2,3} (6)
luminance level of the left picture at a positign I,,(p), the

luminance level of its corresponding right picture can be cach—hereS?M / isthe approximation ofimagK(z, y) at the lowest

resolution2™ and the detail subimages at resoluti@i are

lated as defined in terms of an inner product
I =1 d 1 ; .
#(p) = Infp +d) @ Wi f = (U 0) a9y
1<5<3. (7)

whered denotes the disparity vector whose direction is from

left to right.
g The 2-D separable wavelet decomposition can be implemented

B. Mixed-Resolution Coding for Stereopair Data Compressi fﬁSt in columns and then in rows independently by using the

. : : . Igh-pass filtey(n) = (—1)"h(—n+1) and the low-pass filter
Using Wavelet Multiresolution Techniques h(n) = 21/2 [ d(z — n)p(2¢) de, respectively. This decom-

Mixed-resolution coding is a perceptually justified techniqugosition provides subimages corresponding to different reso-
for compressing stereopairs. The compression is achieved|liion levels and orientations with resolution depth More-
presenting one eye with a low-resolution picture and the othgfer, Zhang and Zafar [5] have shown that the decomposed
eye with a high-resolution picture. Psychophysical experimeniiage forms a pyramid structure upAd layers with three de-
[1] have shown that a stereo image with one high-resolutisil subimages in each layer and one lowest resolution subimage
image and one lower resolution image is sufficient to providsn the top. The pyramid structure of the 2-D wavelet decompo-
almost the same stereoscopic depth as that of a stereo imgigen with resolution depth three consists of a total of seven
with two high-resolution images. Thus, the eye/brain can easyibimageq Sy, W}, W2, W3, Wi, W3, W3}. The resolution
fuse such stereopairs and perceive depth in them. In summaegreases by a factor of four (two in the horizontal direction and
the concept of mixed-resolution technique can be symbolicallyo in the vertical resolution) with each layer increased.

represented by the following: After the wavelet decomposition, an image is divided
into several layers with different importances. Subimages
(Stereo imagejx (High-resolution left image) at different layers correspond to different resolutions and

@) different frequency ranges, which match the frequency-selected
properties of the human visual system. It is well known that
human viewers are more sensitive to lower frequency than

(LR rightimage)= (LR left image)+ (Disparity between  higher frequency image components. Additionally, energies

both LR images) 3) after wavelet decomposition become highly nonuniform. The
higher the layer is, the higher the energy becomes. For ex-

where LR denotes the low-resolution image. From the abo@'Ple, over 80% of the energy is concentrated in the subimage
discussion, the mixed-resolution coding is able to significantf§s- FOr the implementation of mixed-resolution coding, the
reduce the bit rate required to transmit a stereo image with tffyv-resolution right image can be obtained by performing the
high-resolution images. To implement the mixed-resolutioff2velet decomposition. However, in order to further achieve
coding, one of the novel techniques is based on the Well-knom? hlgher compression ratio, the next section will present a new
wavelet multiresolution signal representation [5], [6]. In théiSParity-compensated multiresolution coding scheme which
remainder of this section, we would give a brief review on thi§ aPle to compress the stereo image by aid of low-resolution
wavelet multiresolution technique. disparity estimation.
Mallat [6] showed that the 2-D wavelet at a given resolution
2™ can be completely represented by three separable orthogJ”- JOINT MOTION/DISPARITY-COMPENSATED WAVELET
onal 2-D wavelet basis functions i?(R2): 1) 1} (2, y) = MULTIRESOLUTION CODING FOR 3-D STEREO IMAGE
P (2Pt (Y); 2) Vrpr(@,y) = Yn(@)Pmu(y); and 3) SEQUENCECOMPRESSION
Vot (#,9) = Y (2)1hra(y), wheren and! are shift parame-  This section presents a joint motion/disparity-compensated
ters forx andy directions, respectively. The one-dimensionalayelet multiresolution coding for 3-D stereo image sequence
(1-D) wavelet is defined by to achieve the higher compression ratio. The left image se-
guence (reference image sequence) is compressed independent
Yo () = 27/ Dep(27 g — ), (m,n) € Z> (4) of the right image sequence using a combination of discrete

+ (Low-resolution right image)



CHANG et al: DESIGN OF MULTICODE CDMA SYSTEMS FOR 3-D STEREOSCOPIC VIDEO 337

— To right image
4 DCT -t
g M I \i' AC N |
% S\PEM,, Run-Length
Left video | Wavelet v PorB " Q“—u-—‘*
e W .
Signal | Decomp. | 74 Vo RN = Multiresolution
A Quantizer
ML
! y
an » Entropy
DC » Coding
&
— Frame Memory e
—
DPCM

Variable block-size [«
MRME -

Fig. 2. Interframe MPEG-based hybrid motion-compensated DPCM/DWT/DCT scheme for left image sequence using a variable block-size multiresolution
motion estimation (MRME).

wavelet transform (DWT) and MPEG-based motion-compeih-or P pictures and generally used as a reference for further
sated DCT coding [5], [9]. Instead of transmitting the righprediction. Bidirectionally predictive (B) pictures provide the
image directly, a new interview hybrid DPCM/DWT withhighest degree of compression, but require both past and future
scalar quantization (SQ) is proposed to provide the codimgference (I or P) pictures for motion compensation. For either
information of both the disparity and the prediction errothe P or B frames, its prediction error image PENs encoded
(residual) image to reconstruct the right image from the lefising DCT transform and would then be used to obtain the
image at the receiver. Moreover, by employing the mixed-resiotion-compensated subimage at the lowest resolution, i.e.,
olution psychophysical experiments, one may perform trﬁéM. On the other hand} x M prediction error subimages
coding mechanism in the low-resolution manner, where tHEEM,; m = 1,2,---M, j = 1,2,3} are generated from
disparity is estimated from both the left and right images #teir corresponding detail subimaggd’s..; m = 1,2,---, M,

a low-resolution level and the prediction error image is alsp = 1,2,3}, where each of them is encoded using a scalar
obtained by the interview DPCM/DWT/SQ scheme from thgquantizer with a quantization level corresponding to its resolu-

low-resolution disparity-compensated right image. tion. Such a quantization scheme is called the multiresolution
quantizer. These prediction error subimages are then applied for
A. MPEG-Based Hybrid Motion-Compensated the construction of the motion-compensated detail subimages

DPCM/DWT/DCT Coding Scheme for Left Image Sequence {Ws..; m = 1,2,---, M, j = 1,2,3}. Moreover, the motion

The left image stream is compressed using the hyba/gctors are DPCM coded, and a variable-length coding (VLC)

DPCM/DWT/DCT scheme illustrated in Fig. 2 independer%? used for all the quantities including | frame and prediction

. . . o error subimages. For color video frames, the motion vectors
of the right image stream. Using wavelet decomposition, ap

. : 2 : . obtained from the luminance component of the color video

orignal imagesS is first decomposed into a subimage at th? :
. : h rames are used as the motion vectors for both thea@ G

lowest resolution level, Sy, and 3x M detail subimages components becaudé component contains more than 60% of
(Wi.; M =1,2,.-- M, j = 1,2,3 }. Since the statistics 0" . > comp i o790

. . : .. fotal energy in the original image. In this paper, the luminance

of the subimage at the lowest resolution are quite similar

to the statistics of the original image, an MPEG-based m{cjlgmponent is decomposed into seven subimages. In the mean-

) . . . e, each chrominance component may be decomposed into
tion-compensated DCT coding technique is used to encgﬂ%r subimages since the size of either & C. component is
it. Three main picture types are generated from the MP g 9 ) b

coding mechanism. Intrapictures (l-pictures) are coded usin } of the original video frame size. The resulting subimages

DCT transform without reference to other pictures. Th%ge llustrated in Fig. 3.

| picture at the beginning of a group-of-pictures (GOP’s ) . . ,

serves as a basic entry point to facilitate random seek afg Interview Disparity-Compensated Hybrid

also provides the coding robustness to transmission errgf, CM/DWT/SQ Scheme

but is coded with only moderate compression to reduce theThe aim of disparity estimation is the matching of corre-
spatial redundancies. Predictive (P) pictures are coded mepmnding picture elements in the simultaneous 2-D pictures of
efficiently using motion-compensated prediction from pashe same 3-D scene, viewed under different perspective angles.
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| improve the reconstruction image quality and achieve the
S4 Wl4 S| W higher compression ratio.
Wl2 An original right imagesS is first decomposed into a number
W2 | W? W2 | W3 of subimagey Sy, Wi..;m = 1,--- M, j = 1,2,3}. Only
4 4 2 2 the lowest resolution subimag#,» is considered in our
Cb-component system. After using the block-based disparity compensation
scheme, the disparity-compensated right subimﬁg\ep is
sz W32 g W estimated from its corresponding low-resolution left images
’ 2 using the low-resolution disparity. Then the lowest resolution
prediction error subimages PEP for the disparity-com-
Y-component W22 W32 pensated subimagé‘QMyD is formed using the disparity

compensation. Since all the pixels in Plglare uncorrelated,

it is suggested that the lowest resolution reconstruction error
subimage PER; is coded using an optimal Lloyd Max scalar
guantizer (SQ) instead of DPCM. Finally, disparity vectors are
DPCM coded, and all the quantities are entropy coded prior to

. . : the transmission.
Two of those pictures may be the left and right views of a

stereopair. A number of block-based disparity-compensatgd yytiresolution Estimation for Motion/Disparity Vectors
methods have been proposed for thecoding stereopairs [2]-[4].

With block methods, it is assumed that the disparity betweenSte,reo image sequence processing rgquires th_e estimation of
the left image and right image is constant within a small o_fhe displacements created by the motion of objects and also

block By of Py x Qg pels (pixels). Therefore, the disparityby the disparity between two views of the 3-D scene projected
d can be estimated by minimizing the, norm of disparity on the two images. The estimation of both the motion and dis-
prediction error such as parity displacements may be performed separately. The motion

estimation problem is similar to that of disparity estimation.
DPEd) = Z I1(z) — Ir(z — d)|. 8) The mption vector can be found by a_pplyiqg any one of the
promising search methods to the minimization of motion pre-
diction error. In order to further reduce both the computational
Consider a block of?; x Qq pels centered around pgh in  complexity and searching time of above four methods, an ef-
the left image (reference image). Assume that the maximugient hierarchical block matching algorithm [3], [5] has been
horizontal and vertical disparity displacements ayepels and applied to both motion and disparity estimation, in which agree-
qa Pels, respectively. Thus, the search region in the right imaggent of a large block is first attained and block size is subse-
would be an area containing’; + 2pa) (Qa + 2qa) pels. A quently and progressively decreased. One approach to hierar-
simplified version of the criterion of (8) is given by chical block matching uses multiple resolution versions of the
1 image and variable block size at each level of the pyramid [3],
DPE(zg, x,y) = Z Z [7r.(z1 +p,22 + ¢q) [5]. In a multiresolution motion estimation (MRME) scheme,
FaQu Ipl<Pa/2 1al<Qa/2 the motion vector field is first calculated for the lowest resolu-
—Ip(zi+p+a,22+q+y) (9) tion subimage, which sits on the top of pyramid [3], [5]. Motion
vectors at the lower layers of the pyramid are refined using the
where—py < 2z < pg, —qu < ¥y < qq, andz and z, are motion information obtained at higher layers and again propa-
the x andy coordinates ok, respectively. The minimization gated to the next pyramid level until the high-resolution level is
of the disparity prediction error of (9) is performed using angeached. The motivation for using the MRME approach is the in-
one of the four promising methods used in motion estimatioherent structure of the wavelet representation. MRME schemes
i.e.: 1) full search; 2) 2-D logarithmic search; 3) three-stegignificantly reduce the searching and matching time and pro-
search; and 4) modified conjugate direction. According to théde a smooth motion vector field. Moreover, it is well known
mixed-resolution psychophysical experiments, the block-bastadt human vision is more perceptible to errors in low frequen-
disparity estimation is performed at the low resolution. Thees than those incurred in higher bands to be selective in spatial
computational complexity of the low-resolution disparityorientation and position, e.g., errors in smooth areas are more
estimation becomes smaller due to the smaller search aredisturbing to a viewer than those near edges. The subirfiage
the lowest resolution. At the receiver, the low-resolution righltontains a large percent of the total energy though it is only
subimage is estimated using the disparity from the low-resb 16th of the original video frame size. Additionally, errors in
lution left subimage. A full-size reconstruction is obtained biiigher layer subimages will be propagated and expanded to all
upsampling a factor of four and reconstructing with the symhe subsequent lower layer subimages. To tackle this difficulty,
thesis low-pass filter. However, in order to further improve th8hang and Zafar [5] have proposed a variable block-size MRME
reconstruction quality of low-resolution right image, disparitgcheme to take all these factors into considerations.
has to be transmitted, together with the reconstruction error.Similarly, Tzovaraset al. [3] have shown that the above
In this section, we present an interview disparity-compensateariable block-size multiresolution block matching techniques
hybrid DPCM/DWT/SQ scheme (shown in Fig. 4) to botlare also valid for disparity estimation to reduce the amount of

Chb-component

Fig. 3. Wavelet decomposition of color image.
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Fig. 4. Interview disparity-compensated hybrid DPCM/DWT/SQ scheme.
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Fig. 5. Interview disparity-compensated DPCM/DWT/SQ scheme for low-resolution right and left image sequences using MRDE.

processing time. This particular disparity estimation schenie Interview Disparity-Compensated Hybrid DPCM/DWT/SQ
is called the variable block-size multiresolution disparitgcheme for Low-Resolution Right Image Sequence Using a
estimation (MRDE). Variable Block-Size MRDE Technique

According to the mixed-resolution psychophysical ex-
periments and the above concept, this paper presents all the low-resolution right video frames can be estimated
low-resolution MRDE scheme for disparity estimation anftom their corresponding left video frames using the low-res-
compensation to improve the computational efficiency of estiution variable block-size MRDE procedure described above.
mation. The low-resolution MRDE scheme requires a two-levei order to improve the image quality of the reconstructed right
wavelet decomposition. The first-level wavelet decompositiorideo frames, both the disparity and reconstruction (prediction)
is used to obtain both the lowest resolution left and right videmrors should be transmitted. We use the architecture which is
frames. The second-level wavelet decomposition is conductgdhilar to interview hybrid DPCM/DWT/SQ scheme proposed
to perform the MRDE at the lowest resolution. Howevein Section II-B to implement this concept. Fig. 5 shows its basic
the quality of the reconstructed stereo image sequence nsayicture. The main difference between Figs. 4 and 5 is that
be degraded using only the motion and disparity vectors fbig. 5 contains a two-level wavelet decomposition and a variable
some cases. In order to further improve the reconstructibiock-size multiresolution disparity estimation. Both the lowest
image quality, both the motion and disparity vectors have to besolution left and right video frames are obtained by the first-
transmitted together with prediction errors. level wavelet decomposition. The resulting low-resolution left
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Fig. 6. Logical structure of a wireless ATM cell outer/inner FEC code combining.

and right video frames are again decomposed into the secopderity levels for theY" component in the wavelet multireso-
level lowest resolution subimage and the wavelets in differelation coding with a seven-subimage decomposition and three
scales and resolutions. The second-level prediction error subjmiority levels for either ¢ or C. component in the wavelet

ages{PEDy,, PED,,; m = 1,---M, 5 = 1,2,3} for low-res- coding with a four-subimage decomposition. For #hecom-
olution disparity-compensated subimages are formed using ffenent, the encoded bits from the low-resolution subimage
low-resolution variable block-size MRDE scheme. Like the disould be allocated the highest priority level (priority level 1),
parity-compensated interview compression scheme, the,PEBhree detail subimagdd’}, W2, andW?3 allocated the second
is coded using an optimum scalar quantizer, and the subihighest priority level (priority level 2), two detail subimages
ages PED), are coded using multiresolution quantizer. For coldiVs and W# allocated the third highest priority level (priority
stereo video frames, the disparity vectors obtained from their level 3), and a detail subimag& allocated the lowest pri-
minance components are used as the disparity vectors for thozity level (priority level 4). Since the lowest priority detalil
C, andC, chrominance components. subimage’s is visually less important than the other subim-
ages and has very little impact on video quality, it is not con-
sidered in the transmission via the wireless channel. Thus, there
are BCH codes with three different error protection levels of
(255 215), (255 223), and (255 231) which are used to protect
This section presents a design philosophy of wireless ATMe highest priority subimagesy), the second highest priority
cells for 3-D stereo videos based on the concept of ATM cell dsubimagesi}, W2, W), and the third highest priority subim-
sign for MPEG videos. Zhanet al.[13] have proposed a wire- ages W4, W3), respectively. For either the,®r C,. compo-
less ATM cell model for MPEG-2 videos which is quite similaments, two BCH codes of (255 215) and (255 223) are applied
to Lei's cell structure [22] with a header of 5 bytes and a payloddr the protection of the highest priority subimage and the
of 48 bytes for MPEG-2 over wireline ATM. However, wirelessecond highest priority subimaged’f, W2), respectively. Its
multipath fading, interference, and noise tend to cause signifiwest priority subimagéVs is not considered in the trans-
cant ATM cell loss. A single cell loss will result in the severenission. From the above discussion, the prioritization of the
MPEG image quality degradaion when the cell carries a largeavelet multiresolution coding for 3-D video is actually per-
amount of payload data. Liu and El Zarki [29] have suggestéormed at the spatial domain. On the other hand, the prioritiza-
that the wireless ATM cell should not carry too much data tiion for the multiresoulation 3-D video using the MPEG coding
avoid the loss of large amount of image data in a single cell lossechanism should be also considered in the temporal domain.
Furthermore, FEC codes are necessary to protect either the AESpecially, there are three priority levels involved in the low-res-
cell header or payload data so that it can be successfully traok#ion subimages, at three different time points in the tem-
mitted at an acceptable signal power level to provide adequatgral line sinceS, is encoded using the MPEG coding scheme.
image quality. However, the extra bandwidth for FEC overhedabr the MPEG bit stream generated from the the low-resolution
forwireless ATM cellis also critical in the narrow-band wirelessubimages.,, | frame information tends to be the most important
networks. This section will investigate the appropriate tradeafata for transmission because the effect of losses on this frame
between forward error control and MPEG-based multiresolwill tend to propagate until the next | frame and then cause no
tion 3-D video transmission quality. temporal prediction for P and B frames. The P and B frames are,
Two separate error control coding schemes are applied to teepectively, the medium and the least important data for trans-
header and payload of wireless ATM cell illustrated in Fig. 6nission since P frame is usually treated as a reference for the
respectively. Usually, an ATM cell consists of a 5-byte headdemporal prediction of B frames. Therefore, three BCH codes
Raychaudhur [8] showed that the ATM header over a wirelegsth three different error protection levels, i.e., of (255 215),
nework could be compressed to 2 or 3 bytes. For simplicit§255 223), and (255 231) are used to protect |, P, and B frames
a 2-byte compressed header will be used in the wireless ATailthree different time points in the temporal line, respectively.
cell. A shortened BCH code of (31,16,3) is suggested to protddte above joint MPEG source coding and channel coding is
this header. On the other hand, a forward error control codiatso valid for either the Cor C,. components. Next, consid-
scheme with unequal error protection (UEP) is applied to tleging the second highest priority detail subimages in the spatial
payload according to the priority for its data types in 3-D videdomain, the essential components in the multiresolution mo-
with a wavelet multiresolution coding. The allocation of prioritytion-compensated coding scheme become the prediction error
levels can be performed in a hierarchical multiresolution mannewbimages PEY PEM2, and PEM together with their associ-
to provide scalable video at different resolutions. There are foated motion vectors for the component, and PEMand PEM

IV. DESIGN OFWIRELESSATM CELLS FORMPEG-BASED
MULTIRESOLUTION 3-D STEREOVIDEOS
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together with their associated motion vectors for either the @ensated coding scheme. Moreover, the prediction error signals
or C. components. It is found that there is no priority differencéorthe disparity-compensated subimages should be consideredin
between any two prediction error subimages located at two dilfte prioritization. For example, the disparity-compensated pre-
ferent time points in the temporal line. In other words, the prdiction error PEDQ together with the disparity is able to recon-
ority for each prediction error subimage is only considered struct the low-resolution subimage in the right image from the
the spatial domain. Thus, BCH(255 223) is used to protect thdse/-resolution subimag#g. in the left image. Table I-(A) illus-
prediction error subimages with the second highest priority (trates the priority for each data type in either the low-resolution
the spatial domain). Finally, BCH(255 231) is used to proteenhanced I, P, or B frame with disparity information generated
the lowest priority prediction error subimages, i.e., PEahd from the low-resolution subimages in MPEG-based multiresolu-
PEM;3 for Y component. However, the lowest priority prediction 3-D stereo video. For low-resolution enhanced | frames, the
tion error subimages for both,Gnd G. components are not highest priority is given to the frame header, the second highest
considered in the transmission via the wireless channel. Nqtéority is given to the slice header, the third highest priority is
that the motion-compensated mechanism for the detail subigiven to macroblock (MB) header, the fourth highest priority is
ages is quite similar to the generation of P frames in the MPEfB/en to dc DCT coefficients, the fifth highest priority is given
coding. However, it did not include the DCT transform. to disparity vectors, and the lowest priority is given to high-fre-

As aresult, the degree of error protection for the low-resolguency ac DCT coefficients. Correct reception of data types at
tion subimages, should be considered in both the spatial angriority levels 1-4 would guarantee the quality of a low-resolu-
temporal domains whereas the prediction error subimages toa left image sequence. The quality of rightimage sequence is
only performed in the spatial domain. Therefore, BCH(255 21®)aintained at an acceptable level when both the disparity vec-
is used to protect the | frame i#i, which is the highest priority tors at priority level 5 and the data types at priority levels 1-4
subimage in both the spatial and temporal domains. Howevieave been correctly received. Certainly, correct reception of all
the P frame inS, is the highest priority subimage in the spatiathe data types would provide the highest 3-D video resolution.
domain, but the second highest priority one in the temporal déer eitherlow-resolutionenhanced P or B frames, the fourth, fifth,
main. Thus, itis protected by BCH(255 223). Similarly, the thirdnd sixth highest priority levels are assigned to the motion vectors,
highest priority subimage in the temporal domain which is the @isparity vectors, and dc DCT coefficients, respectively, since the
frame inS, could be protected by BCH(255 231). On the otheavailability of partial motion/disparity vector information may be
hand, the same error protection scheme can be applied to thesi#ficient to produce reasonable low-resolution left and rightim-
tail subimages in both the spatial and temporal domains. Figages, eveninthe eventofabsence of DCT coefficientinformation
shows the basic concept of the priority in both the spatial and tedue to channel losses. Moreover, Table I-(B) shows the priority
poraldomainsforthe MPEG-based multiresolution 3-D videoirier each data type in both the second and third highest priority
cluding the I, P, and B frames generated from the low-resolutidketail subimages with disparity information. Moreover, consid-
subimage (alongthe temporal line and fixed at the highest prioréying an extension to the above low-resolution enhanced frame, a
point in the spatial line) and detail subimages (along the spatiaw abbreviated name called the 3-D enhanced frame containing
line and fixed at the highest priority point in the temporal linethe low-resolution enhanced frame, disparity information, both
Note that, for abbreviation, the |, P, and B frames generated frahe second and third highest priority detail subimages, and the
the low-resolution subimage, are called the low-resolution |, P, lowest priority detail subimages is proposed to replace in both
and B frames, respectively. In addition, itisassumedthatthe idehe left and right image frames belonging to the traditional 3-D
tical error protectionis applied to any two different picture framesdeo via the MPEG-based joint motion/disparity wavelet mul-
whenthey have the same priority levelin either spatial or tempotaksolution coding scheme. Ityields a complete compact descrip-
domain. For example, the second highest priority low-resolutidion for the MPEG-based multiresolution 3-D video. From the
P frame in the temporal domain and the second highest priorétgove discussion, the prioritization in MPEG-based multireso-
detail subimages in the spatial domain are protected by the sdaten 3-D video seems quite difficult because it includes three
FECcode BCH(255 223). Note thatthe above-mentioned prioriyiority categories, i.e., priority for each 3-D enhanced picture
analysis is consideredinthe frame level. In the meantime, itis deame in both the spatial/temporal domains and the importance of
sirable to consider the priority analysis for the data within eaaata types belonging to the frame. Actually, the disparity domain
picture frame. (the fourth priority category) should be considered in the 3-D en-

By analyzing the data types in each of |, P, and B frames,hiainced frame. Forthe sake of simplifying the priority analysis, the
is found that there are eight priority levels for | frame and ninthird data priority category may include the disparity information
priority levels for either the P or B frames. For the sake of sinwvia the proposed multiresolution disparity-compensated coding
plifying the description and giving a more compact definitioscheme. Thiswould eliminate the complicated priority analysisin
for the picture frame in MPEG-based multiresolution 3-D sterebe disparity domain. A concatenated FEC coding schemeiis pro-
video, it is suggested that each frame may include the dispafitysed to overcome this difficulty. The “inner” FEC code is used
information. This particular frame generated from both the letit protect each frame according to its priority in both the spatial
and right low-resolution subimages is called either the low-reand temporal domains. Undoubtedly, the above-mentioned BCH
olution enhanced I, P, or B frame at its corresponding time inede for each picture frame is chosen as the best candidate for the
stant. Thus, a single low-resolution enhanced frame is able toi@er code. On the other hand, an outer FEC code is proposed to
place two picture frames generated from both the left and rightotect the high-priority data within each frame twice in accor-
low-resolution subimages via the multiresolution disparity-conttlance with the importance of their data type.
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Fig. 7. Inner BCH-coded unequal error protection (UEP) scheme for ea
MPEG-based multiresolution 3-D enhanced picture frame according to
priority in both the spatial and temporal domains. Note that each of tl
low-resolution enhanced I, P, and B frames, and the detail subimages with t-
different priority levels includes the disparity information.

Assume that the frame header is included in a RM (resout
management) cell with a high-error protection which is used
provide the current frame information and its resource manag
ment status for mobile receivers before transmitting the ATI
cells. Hence, the outer FEC codes are proposed to protect
second, third, fourth, and fifth highest priority data (slice heade
MB header, dc values, and disparity) for the low-resolution e
hanced | frames and to protect the second, third, fourth, fift
and sixth highest priority data (slice header, MB header, m
tion vectors, disparity, and dc values) for either the low-resol
tion enhanced P or B frames. Without the outer FEC protectic
the remaining low-priority data are still protected by the inne
codes. For the sake of reducing the implementation complexi
a class of shortened BCH codes is chosen for the design of
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TABLE |
PRIORITY RANK FOR THE DIFFERENT DATA
TYPESWITHIN EACH 3-D ENHANCED FRAME IN MPEG-BASED WAVELET
MULTIRESOLUTION 3-D VIDEO

(A) Priority rank list for the enhanced I-, P-, and B-frames generated
from the low resolution subimages with disparity information

enhanced I-frames 1. Frame header
2. Slice headers
3. Macroblock headers
4. DC coefficients
5. Disparity vectors
6. Low frequency AC coefficients
7. Disparity-compensated prediction error subimages
8. High frequency AC coefficients

1. Frame header

2. Slice headers

3. Macroblock headers
4. Motion vectors

enhanced P- and B-frames

5. Disparity vectors

6. DC coefficients

7. Low frequency AC coefficients

8. Disparity-compensated prediction error subimages
9. High frequency AC coefficients

(B) Priority rank list for the 2nd (or 3rd) highest priority detail
subimages with disparity information

1. Frame header

2. Slice header

3. Macroblock header

4. Motion vectors for detail subimages at priority 2 (or priority 3)

5. Disparity vectors for detail subimages at priority 2 (or priority 3)

6. Motion-compensated prediction error subimages at priority 2 (or priority 3)
7. Disparity-compensated prediction error subimages at priority 2 (or priority 3)

outer FEC coding. In the near future, we will concatenate eithe:
the inner rate compatible punctured convolutional (RCPC) code

[25] or turbo code [36] with the proposed outer BCH code tgaper. However, in [26], the MPEG video protected by the use
further reduce the BER floor. Note that the adaptive outer err@fconcatenated Code according to |tS priority has not been con-
code combining is also suitable for the second and third higheflered. The objective of code selection is to minimize the outer
priority detail subimages with disparity information accordingode overhead and to provide good protection with reasonable
to the priority rank illustrated in Table |-(B) Their Second, thlrdde|ay In other words, we choose an appropriate class of outer

fourth, and fifth highest priority data (slice header, macroblodes which maximizes the average code rate (for a coded ATM
header, motion vector, and disparity) are protected by the sagef) given by

outer FEC coding scheme. The next section will discuss more

details of the code selection principle for outer codes. In sum- _ n
mary, Fig. 7 highlights the inner BCH-coded UEP scheme for R.= ﬁ (10)
each 3-D enhanced picture frame according to its priority in both TP

the spatial and temporal domains. Note that the lowest priorU\)ﬁeren;"n denotes the average number of message bits in a
detail subimages are not considered in the UEP scheme. Onthgeq ATM cell andh¢ andc, represent the average numbers
othe.r hand, Table | shows the priprity bankforthe data types tt_ﬁ“bits in a coded header with BCH(31,16) and in a coded pay-
longing to each 3-D enhanced picture frame in accordance Wia,q with inner/outer FEC coding, respectively. The maximiza-
the outer BCH-coded UEP scheme. tion of R, is over all the shortened BCH codes. Unfortunately,

) o _itis hard to characteriz&, directly in accordance with the vari-

A. Code Selection Principle for Outer FEC Codes Accordingpe pit rate (VBR) characteristics of the high-priority data be-
to Data Partitioning longing to each 3-D enhanced frame in MPEG-based multires-
The work by Parthasarthst al. [26] which describes a code olution 3-D video. To overcome this difficulty, evaluate the av-
selection strategy in the case of a normal RS code schemedaage code rate for each of three essential components in the 3-D
video traffic over wireline ATM networks is the closest to thinhanced frame, i.e., low-resolution enhanced frame, the second

(el
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and third highest priority detail subimages with disparity inforwhere CSliceh is the average number of bits in a coded slice
mation, separately. Moreover, for the sake of simplifying thieeader using outer FEC codingM B/ denotes the average
evaluation of the average code rate, the expression of (10) camber of bits in a coded MB header amg, g is the average
be approximated by number of MB’s within a sliceCDCx denotes the average
L number of bits in the coded dc valuesihblock andn x repre-
= Slice (11) sents the average number.¥fblocks in a slice, wher&l =Y
e CSlice+ Code,, + CATMA orU (C) orV (C,.). CMYV is the average number of bits in a
coded motion vector ar@,,., is the average number of motion
whereSlice is the average number of message bits in a slice arettors in a sliceCDIS presents the average number of bits
CSlice denotes the average number of bits in a coded slice using coded disparity vector artl, ;s is the average number of
outer coding scheme onlZodeg,, and CATM% represent the disparity vectors in a slice. Note that the above parameters are
average numbers of bits in the inner code overheads and in émeoded using outer FEC coding scheme only. Meanwhife,
coded ATM headers within a slice, respectively. betdenote denotes the average number of bits in low-priority ac DCT co-
the number of message bits in the inner code. In other worddficients within a slice without outer FEC codinBED4(Y),
each ATM cell with inner coding can carmn. message bits PED»(C;), and PED,(C,.) represent the average numbers
per cell. Note that the coded bits generated by outer coding afebits in the disparity-compensated prediction errors for the
treated as the message bits for the inner coding. Hence, the By-C,, andC,. components of the low-resolution subimage in
erage number of ATM cells for a slice j€'Slice/m] (= fi..n), the right image without outer coding, respectively.
where [z] denotes the smallest integer which is greater thanFor the second highest priority detail subimages with dis-
z. First, the low-resolution enhanced I, P, and B frames wibarity information, there are three prediction error subimages
disparity information generated from the low-resolution subinREM}, PEMZ, and PEM which have the identical size for the
ages in both the left and right image sequences are regarded Escwmponent and two prediction error subimages with an iden-
typical example to illustrate the evaluation of the average cotieal size, i.e., PENl and PEM for either theC;, or C,. com-
rate R... For the low-resolution enhanced I, P, and B frames, jionents. Each macroblock in the second highest priority detail

is found thatCodg,, = (255 — m) x f..n and CATMh = subimages may contain the picture information for these seven
31 X Teen, Wherem = 215 (I frame) or223 (P frame) or231  prediction error subimages and their associated motion vectors,
(B frame). Therefore, the expression of (11) becomes disparity vectors, and disparity-compensated prediction errors.
Thus, the expression @fSlice for the second highest priority
Y Slice (12) detail subimages is defined as follows:
‘ {m (255 — m) + 31] x [CSIicew } CSlice= CSliceh + CMBh x 72, + CMV x 7,

3
+CDIS? x a2l .+ PEM(Y
wherem = 215 or 223 or 231. Note that (12) is also valid brs ; ()

for the second and third highest priority detail subimages with

2 2

disparity information by employing. :_223 (BCH(255 223)) + Z PEM;(C,) + Z PEM(C,)
andm = 231 (BCH(255 213)), respectively. i=1 i=1

Since Slice is a fixed value independent of outer coding 3 2
scheme, the maximization oR. then becomes the mini- +Z Wﬁ(y)_kz PED(C,)
mization of C'Slice. The expression of’Slice for either the j=1 j=1
low-resolution enhanced |, P, or B frames with disparity 2
information generated from low-resolution subimages in 3-D + Z PED%(C,,) (15)
video is given by j=1

where CMV® and CDIS® are, respectively, the average
numbers of bits in a coded motion vector and a coded disparity

CSlice= CSliceh + CMBh xnyp +CDCy

xny + CDCy x ny + CDCy X 7y vector for the second highest priority subimages/,;, ey,
+ CDIS xiprs + AC + PEDy(Y) andﬁg}s are the average numbers of macroblocks, motion vec-
+ PED,(C,) + PED»(C,) tors, and disparity vectors in a slice, respectivély M7, and

PED!, denote, respectively, the average numbers of bits in
the motion-compensated and disparity-compensated prediction
error subimages belonging to a slice. Similarly, the expression
of CSlice for the third highest priority detail subimages with
disparity information is given by

CSlice = CSliceh + CMBh x n\)y + CMV

for | frames (13)

or

CSlice= CSliceh + CMBh x iy +CMV
X fomy + CDIS X iprs + CDCy Xy * ) )
+CDCy x Ay + CDCy x iy + AC X Ty + CDISY X Wprg

P 2 2
for P or B frames (14) j=1 j=1
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Fig. 8. Data distributions of dc coefficients in Y, U, and V blocks in the | frame generated from the low-resolution subimage in the left image sequence.

Note that the lowest priority subimages are not consideredtime other hand, Fig. 9 illustrates the data distribution for the
the calculation of both thélice andC'Slice because they are disparity vectors that are obtained from the low-resolution
dropped prior to the transmission. subimages in both the left and right image sequences when
the | frame is generated from the left image sequence at a
specfic time instant. It should be noted that the above data
distributions are evaluated over all the left and right image
frames in the Spiral Ball. Similarly, the data distributions of
This section presents an adaptive FEC code combinihggh-priority data (MB header and motion vectors) in the pure
scheme which is able to achieve the optimal outer codmv-resolution P and B frames generated from the left image
selection according to the statistical data distribution of treequence and their associated disparity vectors are illustrated
multiresolution 3-D stereo video source coding. This combinirig Figs. 10 and 11, respectively. The following procedure for
strategy is similar to the concept of Huffman source codingncoding d¢ in the pure low-resolution | frame is treated as a
A typical color 3-D image sequence “Spiral Ball” (size 64Qypical example for outer code combining: 1)1if< dcy < 4
x 480), in the 3-D library of the 3-D museum constructed bkits, use BCH(7,4) to encode gd¢2) if 5 < dcy < 7 bits,
Multimedia Creators Network of Pioneer Electric Corporationyse BCH(15,7) to encode it; 3) § < dcy < 11 bits, use
is considered in the design of outer code selection. Two baBi€H(7,4) + BCH(15,7) to encode it; and 4)1i2 < dcy < 14
shortened BCH codes of (7,4) and (15,7) are chosen as the badg, use 2x BCH(15,7) to encode it. Note that the maximum
core codes in the outer code combining to minimize the codember of bits in d¢ is 14. The probability for each data
overhead and also to provide good protection with reasonabéege can be found as: Hr{l < dcy < 4} = 0.3; 2)
delay. A number of low-resolution enhanced I, P, and B framd%-{5 < dcy < 7} = 0.1125; 3) Pr{8 < dcy < 11} = 0.205;
with disparity information generated from both the left andnd 4)Pr{12 < dcy < 14} = 0.3825. Therefore, the average
right image sequences in Spiral Ball using the MPEG-basadmber of bits in the BCH outer codedyd®elonging to the |
joint motion/disparity-compensated wavelet multiresolutiofframe becomes 19.7725.
coding scheme are treated as a typical test video pattern t&imilarly, the same BCH outer code combining can be
evaluate the performance of outer code combining. For the safplied to dc values in both the Uf) and V(C,.) blocks be-
of describing the characteristics of the low-resolution enhanckxhging to a pure | frame generated from the left low-resolution
frame clearly, we investigate its two essential components, i.subimage. Hence&,; DCy = 15.3707 andC DCy, = 15.2443.
a pure low-resolution frame generated from the low-resolution-, 7y, 7y are found to be 40, 10, and 10, respectively.
subimage in only the left image sequence and disparity infok- combining of 6 x BCH(15,7) is used to encode a fixed
mation, separately. Fig. 8 shows the data distributions of 88-bit slice header with high FEC protection for the |
coefficients in Y, U, and V blocks of the pure low-resolutiorframe. Similarly, a fixed 2-bit MB header is protected by
| frames (without disparity information), respectively. OBCH(7,4). As a resultCSliceh = 90 and CMBh = 7.

B. Adaptive FEC Code Combining Strategy for Outer
Code Combining




CHANG et al: DESIGN OF MULTICODE CDMA SYSTEMS FOR 3-D STEREOSCOPIC VIDEO 345

0.25

0.2

To.15

0.1

0.05

disparity vector
(bits)
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Fig. 10. Data distributions of MB header, motion vectors, and disparity vectors in the low-resolution enhanced P frame.

In addition, iy, = 10 and AC = 6968.57. For the dis- R:J = 0.62. For the low-resolution enhanced P and B frames,
parity information, CDIS = 12.386, mprs = 160, and the same BCH outer code combining scheme is applied to their
PED,(Y)+ PEDy(Cy) + PED,(C,) = 5591.733. From high-priority data according to their data distribution. However,
(13), CSlice = 15800.17. Moreover, the average code ratea combining of BCH(15,7) + 2 BCH(31,16) is applied to the
for the ATM cell containing the low-resolution enhanced B8-bit slice header of either P or B frames with a medium FEC
frame with disparity information is computed by (12). It yieldgrotection. This leads t6'Sliceh = 77. The average code rates
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Fig. 11. Data distributions of MB header, motion vectors, and disparity vectors in the low-resolution enhanced B frame.

for the ATM cells containing the low-resolution enhanced B protect the medium- and low-priority detail subimages, re-
and B frames are found to b&. » = 0.69 andR. 5 = 0.65, spectively. The architecture illustrated in Fig. 12 with a little
respectively. The outer FEC code combining based on thewedification is also vaild for different types of video coding
two basic BCH codes of (7,4) and (15,7) can be also appliedhemes, i.e., MPEG-4, H.263, etc. However, the traditional
for the error protection of either the second or third highe&DMA system may not be sufficient to accommodate the trans-
priority detail subimages. This would yieﬁg) = 0.767 for mission of the high-bit-rate videos via a narrow-band mobile
the second highest priority detail subimages m = 0.8 channel. In the multicode CDMA system, when ttté video
for the third highest priority one. needsV, times the basic transmission rate, it converts the orig-
inal high-bit-rate bit stream using a multiplexer or serial-to-par-
allel converter intaV,, basic rate streams, encodes each with a
different spreading code, modulates them with a different Walsh
modulator, and superimpose them before upconverting for mo-
In the near future, the third-generation mobile communicéile transmission. In other words, each spreading code in the
tion will allow high-mobility users to access video informatiormulticode CDMA carries a data stream with a basic rateN;,
stored at various network sites. The multicode CDMA seerspreading codes in parallel will provide a single user with
one of the major technologies [14], [15] for supporting videtimes the basic rate capability. Note that each video admitted
services in the third-generation system. In this paper, we anéo the system has a primary PN code assigned to it. These
trying to propose a generic multicode CDMA system for prd®N codes are not orthogonal between different video users. To
viding the transmission of multiple videos via wireless ATMavoid the self-interference that a video user employing multiple
network. For the applications of 3-D stereo videos, Fig. 12 itodes may incur, the multiple codes to/from one user should
lustrates the wireless ATM-based multicode CDMA architedse made orthogonal. i, is the primary PN code of videb
ture for the transmission of MPEG-based multiresolution 3-@ith a basic transmission bit ratez, N, new concatenated
video. Four FEC channel coding schemes are considered in $peeading codesy.,,, can be derived by concatenatingwith
ATM cell packetizer for the MPEG-based wavelet multiresod,,,, 1 < m < N, whered,, is the mth orthogonal code
lution 3-D video coding. The FEC code with high-error proandd; Ld,, if I # m. It should be mentioned that the actual
tection is applied to ATM headers. The adaptive outer/inngalue of V;, depends on the frame type, frame period, basic
FEC code combining scheme with variable error protection isansmission rate, desired cell loss, and total number of bits in
used to protect the low-resolution subimages, motion vectoadl, the coded ATM cells. A spreading code assignment mecha-
and disparity vectors according the priority analysis. The samim is proposed to determine an appropriate valugoivhich
code combining mechanism is also applied to the detail subiis-able to achieve both the higher transmission capability and
ages. For example, two outer FEC codes with medium- abdtter received picture quality. Due to the orthogonality require-
low-error protection in the code combining scheme are usetent, the maximum number of orthogonal codes per user is the

V. TRANSMISSION OFMULTIPLE VIDEOS OVERATM-BASED
MuLTiIcoDE CDMA MoBILE COMMUNICATION NETWORKS
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Fig. 12. Overall schematics of MPEG-based 3-D video transmission via ATM-based multicode CDMA system resource management (RM) cell contains Nk,
frame type, and outer code combining type. Note that the inner BCH codes may be replaced by either turbo or RCPC codes.

ratio N, between the channel chip rate and the Walsh modcatenated with a PN sequence to increase the randomness of the
lator output ratelV,. is termed as the spreading sequence lengtbrthogonal sequence. The binary orthogonal sequences used in
Hence,N;, < N.. The above coding strategy is called the sulihis paper were the well-known Walsh—Hadamard (WH) codes
code concatenated scheme that orthogonal sequences are wbith have zero cross correlation at zero time delay. They are
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used when synchronization of transmission can be maintainéd.is 7', while the duration of each chip in the spreading code
Unfortunately, the multipath fading in a cellular radio environis T... The number of chips per bit &, = T'/T., whereN, is

ment introduces nonzero time delays that destroy the orthogerinteger. The period of the WH code sequeaifééis equal to
nality between WH codes. Forgj al. [15] showed that a suf- the processing gaii... The long PN sequen@éi) has a period,
ficiently long PN sequence is concatenated with WH codes 1, ;. that is much greater tha¥,. Moreover,Npy andN, are
randomize and eliminate their unsatisfactory and inhomogenakosen to be relatively prime so that every possible chip of the
behavior at nonzero time delays. The long PN sequence mayH¢ sequence can occur at the beginning of some data bit. As a

chosen as either an sequence or Gold sequence. result, the total signal transmitted 6 users is
. . . K DN K
A. Multicode CDMA Transmitter Model with Concatenated s(t) = Z Z st (1), tel, = ﬂ L. (20)

Orthogonal/PN Spreading Code Scheme

For K videos transmitted over a mobile channel, each of
them is divided intaV(¢) parallel data streams (virtual chan-B. Mobile Radio Channel Model

nels) for userk at time#, where a specific WH code is as-  The Rayleigh multipath fading model is the general accepted
signed to each virtual channel. The valuedf(¢) is dynami- - channel model for mobile communications [27]. In this paper,

cally determined by a code assignment mechanism discussegj#ladopted the Rayleigh fading model for performance analysis
the next section. For simplicityV;.(t) is assumed to be a con-jn oyr multicode CDMA system. The channel impulse response

stantNy;, in thejyth time intervally;, = [Thj, Tk ju+1), -85 for themth virtual channel of théth user is given by
Ni(t) = Ny, fort € I, . Hence, the total number 6V H Lo

k=1 m=1 k=1

codes assigned to all th€ users in the new time intervd} is P (£) = Z BuremS(t — Tigem &I P12
M = Y"1, Ny, wherel; denotes thgth intersection interval = 7
of the time intervals for all thé( videos, i.e..[; = N& Ix;, . telj1<m< Ny, 1<k<K (21)

ly, T =Ty ;, 11 — Ty 4, is afixed val lled the fram . . _— .
usually, Iy = T = Ths, 1S afixed value called the frame o o o o vho it Rayleigh distributed random path gain,
period. Note that WH codes assigned to different users may be ™ ; o
: : . . IS thelth random path phase, uniformly distributed be-
identical. It should be mentioned that the above arguments aré . ; o

. . . . ween zero and 12 and 7., is thelth uniformly distributed
valid when each user has a continuous video presentation. How- ) 4
. : . random delay ranging from zero to one data bit pedod(t)
ever, this assumption may not be true since some users may not

. b A . represents the unit impulse functiahy,,, denotes the number
have videos during a specific time interval, i.8,;, . To tackle . ;
e ) , . . of resolvable multipaths for thath virtual channel of usek. In
this difficulty, the value ofNy;, for this particular interval is

. addition, it should be mentioned that these channel parameters
set to zero. Therefore, the above argument become valid again: "~ . . .
Lo . . vary with the transmitter—receiver distance. It may be shown that
For simplicity, we assume that each of tRevideos has its cor- —, — —5
. . - " Biem = Bix1 = Bix @aNdLyy, = Liy = Ly for 1 <m < Ny
responding picture frames durinfg. The transmitting BPSK "'*™ . .
i : . since all the parallel virtual channels introduced by the same
signalsy,,(#) of themth data stream (virtual channel) belongmgbser are transmitted over the same propagation environment be
to thekth video during theith time intervall; is expressed as propag

tween the transmitter and receiver and then would have iden-

Stem (1) = V2P a1 () bion (t) cos(wet + Opm ), tical channel characteristics, wharédenotes the variance of a
tel;;,1<m< Ny <N, 1<k<K random variabler.
(17)

C. Receiver Model

where P is the transmission power of .the. base stati, is The received signal at the input to the matched filter in the
the random phase angle, uniformly distributed between 0 and

2m, introduced by the modulator, ag,., () is the data signal mobile receiver is ?x'}’e” by
which consists of a sequence of rectangular pulses of duration r(t) = Re{/ P (T)3pm (t — 7) exp(jwet) dr}
T, ie., —oo

- +n(t)
D (t) = b\ Ty (t —iT (18) K T
( ) z=§—:o<> » T( ) = 2P Z Z Z [3lknlaknl(t - lern)
k=1 m=1 I=1
whered() e {1,—1} andII;(t) is a unit pulse function of “Orem (t = Tiem ) cos(wet + @urm) + n(t)
duration". The concatenated spreading caeglg, (t) can be ex- Oliem = —WeTlkem + Ptiem + Ot (22)
pressed as wheres(t) is the complex envelope aft), Re{-} denotes the
o = () . real part of complex number, amdt¢) is a white Gaussian noise
() = _z: W (¢ = 0T) (19) with two-sided power spectral densily /2.
) B For simplified analysis, the first virtual channel of the first
wherea}”, € {~1,1} is the concatenated spreading sequengger is chosen as the reference for calculating the probability of

which is equal to the product of a PN sequegée {-1,1} error of its data symbdbﬁ) in the jth sampling time interval

used by thesth user and & H code sequenc@,,? e{-1,1} 19 = [(j — 1)T, jT). The receiver is able to coherently re-
assigned to itsnth virtual channel. The duration of each dat@over the carrier phasgy,, and7x;., locking to thelth path as
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a reference path between the transmitter and its correspondiiyis, the received signal is found to @&, /2. Moreover,
receiver. All other paths constitute interference. That is, we asecording to the orthogonality of the concatenated spreading
sume without loss of generality that;; = 0 andr;;; = 0. The codes, it can be found that the variance of the total interfering
envelope of the matched-filter output at tjth sampling time signals iS(T'Eyx*M/4) x [n — (Ni;/M)] + (NoT'/4), where
instant ¢ = j7') is denoted b)Yl(f) and can be expressedas M = Zle Ny andn = Z§=1 /_3(21/[_312 Hence, the average

0 JT value of half the signal-to-noise plus interference power ratio
Yy = / r(t)aw(t) cos(wet) dt + v becomes
(-)T . TE(,
[PT? 5
= [ —bgjl) + Inty 4+ Inty + Ints + v ¥, = 1 — 2
2 2 T bIQQM Nlj N()T
| K 1 "M 4
Il = 1Iy (23) .
vt A PR AL (25)
where 3N, M E, '
3T Note thaty is always greater than one. For simplicity, assume
v = / n(t)a11(t) cos(w.t) dt. (24) that the path gains for all the virtual channels in the same user
G-T are independent identically distributed (i.i.d.), i.8; = 5°,

Int; is the intramultiuser interference (self-interference) int < ¢ < L. Thus, the value of is identical toL.
dicating the interference introduced by the other virtual chan- Proakis [27] showed that the BER of a receiver with maximal
nels of reference user, Infs the intramultipath interference, ratio combining (MRC) of ordeL, can be expressed as a form
and Int denotes the inter multiuser interference. Note that tti@ terms ofy,

orthognality of the concatenated spreading codes eliminates the 1—p Ly Ld—1 La—1+s\ /14u\°
intramultiuser interference (self-interference) [15]. Thisleadsto p. = <T> x Z < s ) <T>
Inty = 0. 5=0

for MRC of orderL,. (26)
D. Calculation of Aveage Cell Loss Rate In (26), for maximal ratio combining, the quantity, repre-

This wireless ATM cell is transmitted over the wirelessents the average signal-to-noise ratio per combined path, and
CDMA link. Assuming that bit synchronization and cellx = +/7,/1+7,.
synchronization have been achieved, the mobile receiver firstSince a BCH code of (31,16,3) is proposed to protect the
decodes the ATM header. If the cell is successful, the receivi-bit compressed ATM header, the CLR is computed by

then decodes the payload. There are two major factors that 3L /3 o
cause wireless networks to discard ATM cells. One is bit errors CLR = Z < P )(1 —p)ipt. 27)
in the header due to the multipath fading, interference, and ima N

channel noise. The other is buffer overflow in multiplexin o

or cross-connecting equipment. The cell loss process duetto Petermination of Avage WHCode Number for 3-D

buffer overflow can be approximated by a two-state Markowtereo Video

chain called the Gilbert model [28]. Here, for simplicity, we The average number of WH codes assigned to a specific pic-
only consider the cell loss due to the bit errors on the headgie frame in conventional 3-D stereo video is dependent on the
Usually, a single cell loss may cause a loss of an amountaferage number of bits in a picture frar@?, the transmission
image data and results in a high degradation of picture qualibjt rate for a virtual channel (WH code);, and the frame period
Moreover, the picture is still corrupted by the multipath fadindl’;. Thus, the average WH code number assigned to the specific
interference, and noise even if the ATM cell is successfitame is estimated by

Fortunately, this picture degradation can be eliminated by using 0
the proposed FEC code combining strategy, spatiotemporal fil- N = { ~f -‘ . (28)
tering [31], and spatial/temporal error concealment techniques. reltTy

Therefore, the cell loss rate (CLR) is regarded as the majorHowever, the expression of (28) can be extended to the
performance index used to evaluate the quality of receivB#PEG-based multiresolution 3-D video coding. From Sec-
picture. For the simplified derivation of the CLR, the Gaussiation IV, itis known that there are three different ATM code rates,
assumption is to take all the self-interference, intramultipatte., Rc r, Rc p, andRc, g for the low-resolution enhanced |,
interference, and intermultiuser interference terms as Gausdraand B frames with disparity information generated from the
noise. In addition, since all the signals including the desirdaw-resolution subimages in 3-D video at three different time
signal and the interfering signals caused by the ofi@r 1) points.Q;, @, and@ 5 correspond to the average numbers of
users relative to reference user (user 1) are transmitted to ks in the low-resolution enhanced I, P, and B frames including
first mobile receiver from the same base station (downlinkjoth the disparity vectors and disparity-compensated prediction
and have the identical propagation environment between #wors, respectively. On the other had_?,g) andﬁg’) are, re-
base station and the receiver for user 1, it can be shown tepectively, the ATM code rates for the second and third highest
/_Jgk = /_3(211 andLy = L, = L. LetE, (= /_312PT) represent the priority detail subimages. The average total number of bits in
receivied signal energy per bit via thid path (reference path). either the second or third priority detail subimages containing
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the disparity information iQ® or Q. As a result, the also applied to the recovery of information loss, even though
average WH code number assigned to a 3-D enhanced pictilve ATM cells are successful. For instance, a single bit error

frame at a specific time instant is calculated by in the DCT coefficients may damage one block when the
9] o @ DCT coefficients of each block are coded using run-length

X —o T =5 and variable-length coding. Moreover, a number of subsequent

N, = Rex R ke (29) blocks may be destroyed if a bit error occurs in the macroblock

rply header. Note that the information loss in the detail subimages

caused by ATM cell loss did not result in the severe image

uality degradation. It only leads to the blurred image quality.
whereX = I, P, or B. qualily deg y ge quality,

More details of the spreading code assignment mechaniam multiresolution Multidirectional Interpolation for Spatial
can be found in (38). Error Concealment

Since lost blocks are often correlated with neighboring spatial
blocks due to the correlation property of nature images, interpo-
lation and surface fitting can be used to partially recover the lost
information [18], [19]. However, such techniques are low-pass

In this section, we propose the cell loss resilience techniqu@tering in nature and tend to ignore high-frequency information
to conceal the information loss in 3-D stereo video due &uch as edges and contours. keéal.[21] have proposed a fuzzy
multipath fading and interference. For the multiresolutiologic approach to recover the lost blocks with high frequency
3-D video coding, the low-resolution subimage in the lefind yield the desired reconstructed picture quality. Meanwhile,
image sequence plays an essential role in the picture qualitytlus fuzzy loss recovery technique is too complicated for im-
received 3-D video since the high-frequency detail subimageementation. Therefore, a cost-effective multidirectional inter-
are visually less important than the low-resolution subimagmlation [20] is employed to conceal the lost block with high
and have very little impact on video quality. The low-resolutiofrequency, where the damaged block is surrounded by eight
subimage in the right image subimage may be reconstructegighboring blocks of correctly received pixels. A voting clas-
by the disparity-compensated technique. In this paper, thification mechanism operates on the eight neighboring blocks
low-resolution subimage in the left image sequence is encodattl determines which directions characterize the three strongest
by using MPEG-2 coding technique. However, Zhang and Leglges. A spatial interpolation is performed to create the recov-
[17] have shown that the MPEG-2 source coding algorithm éed block for each direction separately. Those interpolation re-
very sensitive to multipath fading channel and interferencsults are then mixed by averaging to obtain the final recovered
For example, a single bit error in the ATM header (cell los$)lock containing multiple interpolated edges. The determina-
will often result in loss of a whole image block, which couldion of the directions for the strongest edges depends on ex-
further cause consecutive block losses. Sometimes, a humieading edges present in the neighboring blocks so that they
of consecutive blocks may be destroyed when a single biass through the damaged block. The direction classification for
error occurs in either the slice header or macroblock headstges can be performed by a Sobel gradient operator which is
or motion vector, even though the ATM cell is successful. Oable to give accurate angle estimates.
the other hand, the ATM cell loss may result in loss of a whole The multidirectional interpolation works well when the an-
image block in the right image when the cell contains thgular direction of edge is near to one of eight directional cat-
disparity vector or the control headers related to the disparityegories. However, this method becomes invalid when the edge

The cell discarding may also be caused by network codirection is not close to any directional category. To tackle this
gestion and buffer overflow [28]. Several methods have bedifficulty, a multiresolution direction classification is proposed
proposed to minimize the effect of cell loss on the receivad achieve the more accurate direction estimation. This classifi-
image quality. These schemes include FEC coding with intaration is a two-level windowing process. The first-level process
leaving and error concealment using postprocessing meth@lthe original voting mechanism which provides a coarse esti-
[18]-[22]. In this paper, we consider the combination ofnation for the edge direction and then determines the selected
these strategies. The two main cell loss resilience techniguessted region between two adjacent direction categories. The
described here are the spatial and temporal error concealmeadond-level process is a fine estimation for the edge direc-
techniques. The spatial error concealment exploits the spatiah based on four finer directional categories belonging to the
redundancy in one picture. This technique is proposed fonosen nested region. The difference between any two adjacent
intracoded pictures, i.e., | frame, where no motion informatidimer directional categories is 5.628n simulation results, we
exists. Temporal error concealment makes use of the tempawdll compare our multiresolution approach with the original one
redundancy in one sequence. It is devoted to intercoded parrd show the improvement of our method.
tures, i.e., P and B frames, because there exists some motioBometimes, a cell loss may cause a sequence of consecutive
information. The temporal error concealment is also suitab®rizontal block losses when it contains a slice header, a mac-
for the recovery of the damaged right image with respect toblock header, or a sequence of block data. A sliding block
the left image when the temporal information is replaced hteration method is proposed to conceal the continguous block
the disparity information. It should be mentioned that thkss by using the multiresolution multidirectional interpolation
spatial/temporal/disparity error concealment techniques dreck by block. First, the damaged left-most block O is recovered

VI. SPATIAL, TEMPORAL, AND DISPARITY ERROR
CONCEALMENT TECHNIQUES FOR3-D STEREOVIDEO WITH
INFORMATION LOSS
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based on its seven neighboring correct blocks. Next, the reco¥-B frame has been concealed by taking the average of these
ered block is treated as the correct neighboring block adjacentu® recovered macroblocks.

the second left-most damaged block and can be applied for mulThe iterative pattern matching can be extended to conceal the
tidirection interpolation. In the same time, the similar recovergonsecutive lost macroblocks [35]. The recovery process is per-
process is performed from the right-most damaged block to tfeemed in the right and left directions simultaneously until all
left one. The sliding block iteration is terminated when all ththe damaged macroblocks have been recovered.

damaged blocks have been recovered. The method is also valid

for color MPEG videos by applying the iteration to each of the X jterative Pattern Matching Method for Disparity

U, and V blocks independently. Another method to conceal Cofirror Concealment

secutive block losses is to apply the block-interleaving scheme

to isolate the block loss. However, it may cause encoding and™0r @ 3-D stereoimage, the disparity vector is the mostimpor-

reconstruction delay [22], [29]. Sometimes, it will become intant factor in the reconstruction of the rightimage from the other

valid when the consecutive block losses are caused by the!Bff image. Thus, a single bit error in the disparity may resultin
errors in either the slice header or macroblock header. Final§SS Of its association image blocks in the right image. The it-
it should be mentioned that this spatial interpolation is appliédativé pattern matching method is also valid for the disparity
for not only the lowest resolution subimage, but also the waveffor concealment in the right image when the motion vector is

reconstruction from the lowest resolution subimage and all tffgP!aced by the disparity vector and the reference picture is the
the detail subimages. leftimage. The initially estimated disparity vector is the median

of eight correct surrounding disparity vectors. Thus, the dam-
aged image macroblock in the right image may be recovered
B. lterative Pattern Matching Algorithm for Temporal by a macroblock in the left image shifted by the median dis-
Error Concealment parity vector. In order to improve the recovery performance of

The general approach for temporal error concealment is .hee dam"?‘g.e.d macrpblock containing hlgh-frequen(_:y_ mfo_rma-
temporal replacement [19], [22], [23]. In temporal replaceme on, the initially est_|mat¢d macroblock sh_ould be d|V|Qed into

damaged blocks in the curtent rame are replaced by the g 3 EE LIS SRR TR TR SIS 0
tially corresponding ones in the previously decoded reference. ; . . =1t p
frame with motion compensation if motion information is avail'—nltlally estimated subblock in t'he right picture from the corner
able. Narula and Lim [23] have shown that the estimate of mgybblocks to center blocks. Finally, the damaged macroblock

tion vector in the lost block (i.e., macroblock of size %616 can be recovered based on these best matching subblocks.
in MPEG-2) can be obtained by taking the median of all eight
adjacent correct motion vectors. Note that the motion vector is
defined in a macroblock sense. Therefore, the damaged mac-
roblock can be replaced by a correct or previously concealedThe channel model described in this paper is identical to
macroblock in the reference picture based on the estimate. Hdedel- employed in [30]. In this model, the variances of the
ever, this method does not work well when high-frequency ifRayleigh path gains are the same for all the MPEG users and
formation such as edges, contours, and fine textures appeagdual to—14.2 dB (0.038). Additionally, the maximum number
the macroblock. To tackle this difficulty, an iterative patterof resolved multipaths for all the users is four, i.b.= 4. The
matching algorithm is proposed to improve the performance cfiannel noise is set to b, /No) = 25 dB. The multicode
temporal replacement. First, the damaged macroblock is rec@BMA system has a transmission raterQf = 64kb/s for

ered based on the estimated median motion vector. In the spagith code, a processing gainéf = 128 , and a bandwidth of
domain, the recovered macroblock with @ 6 pixels is further 10 MHz [15]. Its corresponding PN and orthogonal spreading
divided into 16 subblocks with each having«44 pixels. Since sequences are chosen as the Gold sequence with a period of
the corner subblocks tend to be more correlated with their thrg@#! — 1) and the WH code with a period of 128, respectively.
immediate neighboring correct subblocks, each corner subbldei the CDMA receiver, it has a maximum ratio combiner
can be combined with its three neighboring subblocks to cofMRC) of order withL, = 4. For the interleaving scheme, the
struct an estimated larger block of sizex88. This estimated outer-FEC-coded data are interleaved over 215 bits for | frames
block is further replaced by a block in the reference pictuf@23 bits for P frames or 231 bits for B frames) belonging
which has the minimum mean square error deviation to mattshthe lowest resolution subimages or 223 bits for the second
the estimated block in the current frame. One can find suchpeority detail subimages (231 bits for the lowest priority detail
block by using a block matching algorithm [19]. The corner sutsubimages), and the inner-FEC-coded data plus the coded ATM
blocks belonging to the best-matching blocks are then treateelder data are interleaved over 20 cells.

as the correct subblocks and can be applied for the next patteriio evaluate the performance of the MPEG-based wavelet
matching. More details of the iterative pattern matching can lbaultiresolution 3-D video via a multicode CDMA system, a
found in [35]. The pattern matching process is also valid for tf&D stereo video, Spiral Ball, and four two-way H.261 videos
recovery of the macroblocks of B frames. For B frames, tware considered as a typical example in the simulation. Both the
recovered macroblocks may be obtained by using the pattésft and right pictures in 3-D video are decomposed to their
matching iteration with respect to the previous and the next rédwest resolution subimages and detail subimages by using
erence pictures, respectively. Finally, the damaged macrobldd&ubechie’s W wavelet. ITU (CCITT) Recommendation

VII. SIMULATION RESULTS
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Cell Loss Rate(CLR) , average WH code number assigned to a 3-D enhanced | frame
' \ with disparity information isV; = 67 when the frame period
/ Ty is set to% s. Similarly, it may be found that the average
%_:__._—_;-_-_::ﬂ WH code numbers assigned to both the 3-D enhanced P and B
T frames areVp = 42 andN 5 = 33, respectively.

The CLR at a point(N, K') = (67, 5), illustrated in Fig. 13
represents the average CLR with a value of 37302 for
the 3-D enhanced | frame due to four interfering H.261 videos.
Similarly, the CLR’s at(V, K) = (42,5) and (33, 5) denote
the average CLR’s for the 3-D enhanced P and B frames due to
four interfering H.261 videos which are equal to 1.87.0~*

102

10°

CLR

—O~ simulation (K=5) and 2.52x 107>, respectively. Thus, the average number of

—— simulation (K=4) ATM cell losses in a 3-D enhanced | frame is equal to 3.101

QEZEZZIZZ Eﬁ:i; (= 3.75x 1072 x 827) since the averaged number of ATM cells
30 " " " " o p p 70 gene_rated from the 3-D enha_nced I frame_belonglng to Spiral
N Ball is found to be 827 according to the design methodology of

ATM cells proposed in Section IV. The average cell loss num-

Fig. 13. CLR for 3-D video versus a varying WH code number, N due to (K- ; _ ; _
interfering two-way H.261 videod{ = 5 or 4. Note that solid line with either IBers in a 3-D enhanced P frame and in a 3-D enhanced B frames

O or A denotes the simulation results whereas dashed line denotes Gaus8i®» respectively, found to be 0.072 and 4,880~2 because
approximation. their corresponding average ATM cell numbers are equal to 383
and 194, respectively. Based on the above analysis, itis seen that

H.261 is a video compression standard developed to facilitdf average ATM cell loss number in either 3-D enhanced |, P,
video conferencing and videophone over the integrated servi€$ frames is in (or less than) the order of O(1).

digital network (ISDN) atp x 64 kbps,p = 1,2,3,---. For The second major factor in picture degradation is caused by
example, 64 kbpgp = 1) may be appropriate for a one-waythe transmission error in the payload containing MPEG-based
videophone service, where the video signal can be transmitfadltiresolution 3-D video data, even though its associated ATM
at a rate of 48 kbps, and the remaining 16 kbps are used ¢gll is successful. The impact of transmission error in MPEG
the audio signal. For a two-way (dual mode) videophone, it ¥édeo data generated from the left image sequence seems very
transmitted at a rate of 128 kbps = 2). Thus, the number of significant in the picture quality since both the DCT coefficients
WH codes assigned to a two-way videophone is a equal to t#Bd macroblock headers are encoded using run-length coding
i.e, N = 2. From (27), the CLR of a 3-D stereo video due tdVLC). A modification of the original MPEG codec proposed
(K — 1) interfering H.261 videos (dual mode) is characterizeldy ISO/IEC is made to localize the error in a picture frame. For

by the following half the signal-to-noise plus interferencéstance, a DCT coefficient is lost if a single bit error occurs
power ratio: in that coefficient. A loss of the complete macroblock occurs

1 when a bit error appears in its header. Moreover, a slice of sub-
Ty = { 2 [3N + 4(K — 1)Ny + 0.003162 2} (30) sequent macroblocks may be destroyed when a bit error occurs
3N in a slice header. For P and B frames generated from the left
whereXN is the WH code number assigned to a specific 3-D eimage sequence, a bit error in a motion vector may result in the
hanced picture frame. Note that the definition of 3-D enhancedrruption of this macroblock and the following predicted mac-
frame can be found in Section IV. Fig. 13 shows a compateblocks since motion vectors are differentially encoded for the
ison between the simulation results and Gaussian approxinrtercoded macroblocks in the same slice. On the other hand, a
tion for the CLR for the 3-D enhanced video picture frame withumber of subsequent macroblocks in the right image may be
a varying WH code numbery, due to the interfering H.261 destroyed when a bit error appears in the disparity vector. The
videos with eithet’ = 4 or K = 5. adaptive outer/inner FEC code combining has been proposed to
The average WH code number assigned to the 3-D enhangegdtect the payload in accordance with the importance of data
picture frame can be computed by (29) via the evaluation of thges in MPEG-based multiresolution 3-D videos including ei-
average code rate for each low-resolution enhanced frame, ther disparity information in the low-resolution subimages or
second and third highest priority detailed subimages with die data belonging to the detail subimages plus motion and dis-
parity information. The average bit counts in the low-resolyparity-compensated information.
tion enhanced I, P, and B frames belonging to the low-resolu-Our system has been evaluated over 200 frames of Spiral Ball.
tion subimages in Spiral Ball (including the disparity and dist/e particularly choose the worst case of an ATM cell loss con-
parity prediction errors) have been found tape= 113785.86  taining a slice header and a damaged macroblock header in the
bits per frame() , = 55109.72, and() 5 = 29005.12, respec- payload when its associated ATM cell is successful via the trans-
tively. The average total numbers of bits in the second and thiffission. The worst case occurs in the 73th frame (3-D enhanced
highest priority detail subimages a? = 45887 andQ®™ = | frame) of Spiral Ball. It is found that there are two most-im-
31478, respectively. From Section 1V, it is found that their corportant ATM cell losses: one medium-important ATM cell loss
responding ATM code rates atéc ; = 0.62, Bc,p = 0.69, and one least-important ATM cell loss in the transmission of the
Re.p = 0.65, B2 = 0.769, andRY) = 0.8. Thus, by (29), the 3-D enhanced | frame. The medium- and least-important ATM
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Fig. 14. Received | frame (frame 73) in left image due to four interfering two-way H.261 videos (white area denotes a lost area).

cells containing the second and third highest priority high-fréeurth lost area in the right image is caused by a damaged dis-
quency detail subimages are visually less important than tharity vector in the payload. The damage rate for disparity-com-
most-important ATM cell containing the low-resolution subimpensated prediction error is 15.21%. Fig. 16 shows the recovered
ages and have very little impact on video quality since over 80Bframe in the left image by using the multiresolution multidi-
of the image data are concentrated in the low-resolution subirectional interpolation (spatial error concealment). The picture
ages. Fig. 14 shows the received | frame in the left image witjuality of Fig. 16 is improved at the performance of PSNR

four lost areas, where the received | frame is a wavelet com@#2:48 dB, PSNR; = 35.65 dB, and PSNRR = 38.275 dB.
sition of the received pure low-resolution | frame which doeSig. 17 illustrates the rightimage recovered from the previously
not include the disparity information, the received second acdncealed reference left image (I-frame) by using the disparity
third highest priority detail subimages. Note that the white aresror concealment technique. The picture quality performance
(Y = 255, ¢, =0, C,. = 0) represents a lost area since thef Fig. 17 is PSNR = 30.84 dB, PSNR;, = 33.69 dB, and
background of each picture frame is black. Observing Fig. RENR- = 36.92 dB.

from top to bottom, it is found that the second and fourth lost It is found that the received P frame (frame 76) in the left
areas are caused by the loss of two most-important ATM celisjage has three lost areas, where the third lost area is caused
and the first and third lost areas are caused by the bit errorsdoiy the loss of a most-important ATM cell containing a slice
the payload when their associated ATM cells are successful. Beader and the other lost areas are caused by a damaged mo-
pecially, the cell loss containing a slice header results in the Idgm vector (first lost area) and a damaged macroblock header
of a slice of subsequent macroblocks in the second area. Thecond lost area) belonging to the payload when their associ-
fourth area is damaged when its associated lost cell containsdied ATM cells are successful, respectively [35]. Actually, there
pure data belonging to the | frame generated from only the lefte two ATM cell losses in the received P frame. However, the
low-resolution image. The first lost area is caused by a damther one is the medium-important ATM cell which has little
aged macroblock header. The damage rates for dc and ac cospact on video quality. No damage occurs in the disparity vec-
ficients are found to be 0.0721% and 12.51%, respectively. Tturs. Therefore, the lost areas in the right image are identical to
third area is lost when both the dc and ac coefficients have behbat of the left image. The damage rates for both the motion- and
damaged simultaneously. Moreover, from Fig. 14, it is seen ttdisparity-compensated prediction errors are 8.68% and 9.91%,
the remaining area in the picture seems visually good; even wifspectively. The damaged P frame in the leftimage is recovered
12.51% of ac coefficients, both the medium- and least-importdnt using the iterative pattern matching method (temporal error
ATM cells have been damaged. On the other hand, Fig. 15 shavescealment) with respect to the previously recovered reference
the received right image which is reconstructed from its correframe. Meanwhile, the damaged rightimage is recovered from
sponding left image (I-frame) by using the disparity-comperthe previously concealed P frame in the left image by using the
sated method. The first, second, third, and fifth lost areas in tisparity error concealment. Reference [35] has shown that the
rightimage correspond to the first, second, third, and fourth IdBSNR’s of both the recovered images are P§NR29.56 dB,
areas belonging to the left image, respectively. The additioRENR, = 31.08 dB, and PSNR = 34.31 dB for the left
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Fig. 15. Received rightimage (frame 73) due to four interfering two-way H.261 videos (white area denotes a lost area).

Fig. 16. Recovered | frame (frame 73) in left image by multiresolution multidirectional interpolation (spatial error concealment).

image and PSNR = 28.32 dB, PSNR, = 29.76 dB, and disparity-compensated prediction errors are 5.41% and 6.78%,
PSNR, = 32.51 dB for the right image. Moreover, [35] showsrespectively. The damaged B frames in the left image and its
that the received B frame (frame 74) in the left image has tvwamrresponding damaged right image are recovered by using the
lost areas, where the second lost area is caused by the losstehaporal and disparity error concealment techniques, respec-
most-important ATM cell containing a slice header and the firgitzely. The PSNR’s of both the recovered images are PSNR

lost area is caused by a damaged macroblock header belon@ng2 dB, PSNR;, = 29.78 dB, and PSNR = 31.84 dB forthe

to the payload in a successful ATM cell. The additional lodeft image and PSNR = 26.8 dB, PSNR; = 28.025 dB, and
area (first area) in the received right image is caused by a daRENR, = 31.18 dB for the right image, respectively. Note that
aged disparity vector. The damage rates for both the motion- ahd damaged B frame in the left image has been recovered from
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Fig. 17. Recovered right image (frame 73) by disparity error concealment based on iterative pattern matching method.

both the previously concealed | and P frames by using the tethe outer BCH-based code combining via the wide CDMA
poral error concealment technique. The damaged right ima@®CDMA) system testbed.

has been recovered from the previously concealed B frame in
the left image by using disparity error concealment technique.

(1]

(2]

VIIl. CONCLUSION

An MPEG-based multiresolution 3-D video transmission
over ATM-based multicode CDMA channels was investigated (3,
in this paper. An MPEG-based joint motion/disparity-com-
pensated wavelet multiresolution coding based on mixed-res-
olution psychophysical experiments is proposed to achieve[4]
the high-compression ratio for typical 3-D stereoscopic image
sequences, without any significant loss in the perceived 3-DI°I
image quality. The ATM cells have been generated according
to both the statistical characteristics and the importance of datgs]
types in the 3-D video. A shortened BCH(31,16,3) code is used
to effectively protect the ATM cell header in order to ensure [,
the average number of ATM cell losses in both the left and
right picture frames in the order of O(1). On the other hand, an[8]
adaptive FEC code combining scheme with unequal error pro-
tection is applied to the payload in accordance with its priority
level in both spatial and temporal domains and the importancd®!
of its associated data type. Finally, the information loss in thqu]
damaged 3-D video can be concealed by using the spatial and
temporal error concealment techniques for the damaged leftl]
image and by using the disparity error concealment technique
for the damaged right image. Moreover, it can be shown thagt2]
our system with a little modification is particularly suitable
for Sarnoff's MPEG-4 video codec [39] which is actually |13
a combination of wavelet-based multiresolution coding amj
motion-compensated coding. In the near future, our work i 141
targeted at improving the system performance and reducing the
BER floor further by concatenating the inner turbo code with
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