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Abstract—One of existing approaches to path planning problems uses a
potential function to represent the topological structure of the free space.
Newtonian potential was used in [1] to represent object and obstacles in the
two-dimensional (2-D) workspace wherein their boundaries are assumed
to be uniformly charged. In this paper, more general, nonuniform distri-
butions are considered. It is shown that for linear or quadratic source dis-
tributions, the repulsion between two polygonal objects can be evaluated
analytically. Simulation results show that by properly adjusting the charge
distribution along obstacle/object boundaries, path planning results can be
improved in terms of collision avoidance, path length, etc.

Index Terms—Collision avoidance, nonuniform source distributions,
path planning, potential fields.

I. INTRODUCTION

The goal of path planning is to determine how to move an object from
its original location and orientation (called the starting configuration)
to the goal configuration while avoiding any collision with obstacles.
The configuration space (c-space) approaches [2]–[6] consider both the
object and known obstacles at the same time by identifying object con-
figurations (points in the c-space) intersecting the obstacles. The path
planning problem is thus transformed into a problem of finding a col-
lision-free path of a point object in the c-space.

While the geometry of the moving object has to be taken into account
from the very beginning of path planning algorithms for the c-space ap-
proaches, workspace-based algorithms often work differently and con-
sist of two parts. In the first part, relevant information about the free
space is extracted, which is then used together with the object geom-
etry in the second part to find a path. Usually, the free space is decom-
posed into simpler cells [7] or divisions [8]–[10], and possibly with
associated weights [11]. In addition, the object geometry can be ap-
proximately represented by primitives of simple shapes [12], [13].

The above algorithms do not always choose the object configurations
which best match the shape of the free space along a path. One way to
obtain the best match and minimize the risk of collision is to define a
repulsive potential field between the object and the obstacles. Such a
potential field can itself serve as a representation of free space. A cubic
function of the distance between a point object and the obstacles is used
in [14] as the potential function. An artificial repulsive potential which
is the function of the shortest distance between the moving object and
the obstacles is used in [15] for local planning of linked line segments.
Similar local planning is done in [16] using a superquadric artificial
potential function whose isopotential contours are modifiedn-ellipses
and the potential values are determined by the Yukawa function [17].
Boundary equations of polytopes are used in [18] to create an artifi-
cial potential function. A sliding mode control strategy for tracking the
gradient of an artificial potential field is introduced in [19]. The main
advantages of the potential-based approaches include the simplicity of
the representation of free space, the guidance in the object motion pro-
vided by the negation of the potential gradient in the form of repulsive
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force and torque, and the readiness of the extension to spaces of higher
dimensions (see [20]).

The Newtonian potential is used in [1] to model the free space
wherein the boundaries of object and obstacles are assumed to be
uniformly charged. The magnitude of the potential is unbounded near
the obstacle boundary and decreases with range, which captures the
basic requirement of collision avoidance. In this paper, the above
potential model is generalized such that nonuniform source distribu-
tions along polygonal boundaries are considered. In Section II, basic
properties of the proposed free space model are obtained by examining
the potential contours due to some nonuniform source distributions
on simple polygonal region borders. In Section III, the repulsion
experienced by an object of finite size due to the potential gradient is
considered. It is shown that the repulsion between polygonal object
and obstacles, in forms of force and torque, can be derived in closed
form for linear and quadratic source distributions. Path planning
applications of these analytic results are considered in Section IV
for local object paths near free space bottlenecks. Simulation results
show that, compared with an object path generated using the uniform
distribution, a more desirable object path can be obtained by properly
adjusting the nonuniform source distribution along object/obstacle
boundaries. Section V presents some concluding remarks.

II. POTENTIAL DUE TO SOME NONUNIFORM SOURCEDISTRIBUTIONS

ON POLYGONAL REGION BORDERS

Polygonal description of obstacles is often used in path planning be-
cause of its simplicity. The potential due to a polygonal region whose
border is uniformly charged can be derived in closed form. It is shown
in [1] that planning a path among obstacles thus modeled will guar-
antee collision avoidance as the potential will increase indefinitely as
an object approaching an obstacle. In this paper, such a potential-based
approach is generalized to take into account some nonuniform source
distributions.

While the uniform distribution works satisfactorily in terms of
collision avoidance, further improvements are possible for an object
path thus obtained. For example, a sharp corner of an object often
gets closer to obstacles than a dull one, and has a higher likelihood of
collision, which are not desirable in most cases. In addition, there may
be other findpath considerations, e.g., minimum path length, which
require more flexible workspace model instead of the one based on the
uniform source distribution. On the other hand, there could be certain
path planning-related properties of workspace and object which are
nonuniform along their boundaries in general and can be modeled
better with nonuniform source distributions.

In general, any nonuniform distributions can be approximated by
polynomial functions of sufficient order. However, since lower-order
polynomials are special cases of the higher-order ones and require less
computation, it is desirable to use the lower-order ones whenever pos-
sible. In this paper, linear and quadratic distributions are selected as
examples of nonuniform distributions because of their simplicity. With
these simple distributions, we will be able to address, to some extent,
several questions of interest to path planning which include the fol-
lowing:

1) How can path planning results obtained with uniform distribu-
tion be improved with the nonuniform ones?

2) What may be the desirable effects on path planning which are
achievable with the higher order distributions but not the lower-
order ones?

To assess the proposed model at its efficiency, we will first determine
if the repulsive potential due to polygonal object boundaries modeled
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by these nonuniform distributions, like those due to the uniform one,
are also analytically tractable. Since the potential due to a polygonal
region with charged border can be calculated by superposing the po-
tential due to individual border segment, only the potential due to a
single line segment is formulated in the following.

A. Uniform Source Distribution

The derivation of the potential due to the uniform charge distribution
is mentioned in [1], which can also be found in an ordinary textbook on
electromagnetics. In thexy-plane, consider a pointA at (x0; y0) and
a charged line segment onx-axis with a unit charge density between
x = x1 andx = x2. The potential at pointA due to a point(x; 0) of
the line segment is equal to

Vx =
1

r
(1)

wherer = (x� x0)2 + y2
0
. The total potential at pointA due to the

charged line segment is equal to

VA =
x

x

1

r
dx: (2)

B. Linear and Quadratic Source Distributions

Suppose the charge density increases (decreases) quadratically with
x fromx1 tox2, the charge density function can be expressed as�x2+
�x+  with some constants�; �, and, and the total potential at the
pointA due to the charged line segment is equal to

VA =
x

x

�x2 + �x+ 

r
dx: (3)

It can be shown that (3) can be evaluated analytically.1

In the above discussion, we have considered the uniform, linear, and
quadratic charge distributions along a line segment. For polygonal re-
gions with charged borders, the resultant potential can be obtained ac-
cording to the superposition principle. For example, the equipotential
contours due to uniform and some quadratic charge distributions on a
squareare shown in Figs. 1 and 2, respectively. The charge densities
are increased quadratically from the midpoint of each edge toward the
corners of the square for Fig. 2. Note that as one moved toward a corner
of the square, from the outside along the diagonal direction, the poten-
tial increases with a higher rate in Fig. 2(b) than in Fig. 1(b), a more
desirable property for collision avoidance of an object path.

Although the potential value can be used in the search for object
configuration of minimal potential, more efficient search methods can
be adopted if the gradient of the potential, which contains the infor-
mation about how the potential varies, can be obtained. Such potential
gradient results in the repulsion between object and obstacles, in forms
of repulsive force and torque. In the following section, it is shown that
the repulsion between charged object and obstacle boundaries due to
different source distributions is analytically tractable.

III. I NTEGRAL EQUATIONS OF THEREPULSION DUE TO

THE POTENTIAL MODELS

For polygonal object and obstacles in the two-dimensional (2-D)
space, line segments of their boundaries can be used as basic elements
in the calculation of repulsive force and torque needed in path planning.

1A linear distribution corresponds to� = 0.

(a) (b)

Fig. 1. Potential contours due to a charged square boundary. (a) The charge
distribution on each edge of the square. (b) The resultant equipotential contours.

(a) (b)

Fig. 2. Potential contours due to a charged square boundary. (a) The charge
distribution on each edge of the square. (b) The resultant equipotential contours.

The repulsive force and torque between these polygonal regions can
then be derived by superposing the repulsion between pairs of border
segments, each contains one line segment from the moving object and
the other from one of the obstacles.

In general, each pair of the repelling line segments can have arbitrary
configuration in the work space as shown in Fig. 3(a). To simplify the
expressions of the repulsion between them in the following subsections,
a coordinate system is chosen so that the obstacle line segment,AB,
lies on the base line, as shown in Fig. 3(b). In the new coordinate system
(uv-plane), the coordinates of the endpoints ofAB are assumed to be
(0; 0) and(d > 0; 0), respectively, and the line containing the object
line segment,CD, can be represented asv = au+ b; u1 � u � u2.

A. The Integral Equations for Forces

Consider the electric field at pointQ = (u0; v0) of CD due to a
point (u; 0) onAB shown in Fig. 3(b), we have

~E
4

= (Eu; Ev) = �r
1

r
= �

1

r2
r̂ (4)

where~r = (u0 � u; v0); r = j~rj = (u0 � u)2 + v02, andr̂ = ~r=r.
Thus, the total force~F (u0; v0) at pointQ due toAB can be decom-
posed into two parts, i.e.,

Fu(u
0; v0) =

q

q

Eu dq =
d

0

u0 � u

r3
�(u)du (5)

Fv(u
0; v0) =

q

q

Ev dq =
d

0

au0 + b

r3
�(u)du (6)

where�(u) is the charge density alongAB.



IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 30, NO. 2, MARCH 2000 199

(a) (b)

Fig. 3. Coordinate transformation. (a) The original coordinate system
(xy-plane). (b) The new coordinate system (uv-plane) after the transformation.

For the total force on object line segmentCD, we have2

Fu =

q

q

Fu(u
0; v0)dq =

s

s

Fu(u
0; v0)�(s)ds (7)

wheres =
p
1 + a2u0; �(s) is the charge density alongCD, anddq =

�(s)ds =
p
1 + a2�(u0)du0. Thus, the above integral equations can

be formulated as

Fu =
p
1 + a2

u

u

d

0

u0 � u

r3
�(u)�(u0)dudu0 (8)

B. The Integral Equations for Torques

Given any collision-free orientation of an object with nonzero torque
with respect to its rotation center, the direction of the torque directly
gives the direction in which the object should rotate to reach a con-
figuration of smaller potential. In this subsection, we will consider the
formulation of the repulsive torque between two charged line segments.
ConsiderAB andCD shown in Fig. 3(b) and letP = (u0; v0) be a
reference point, e.g., the rotation center of the object. The torque with
respect toP , due to the repulsive force fromAB on pointQ is equal to

�P (u
0; v0)~iz = ~l(u0; v0)� ~F (u0; v0)

= (u0 � u0; v
0 � v0)� (Fu(u

0; v0); Fv(u
0; v0)) (9)

where~iz = ~iu � ~iv and~l(u0; v0) = ~PQ = (u0 � u0; v
0 � v0). Thus,

the total torque with respect toP due to the repulsion between the two
line segments becomes

�P =
s

s

�P (u
0; v0)�(s)ds

=
p
1 + a2

u

u

d

0

(u0 � u0)
au0 + b

r3
�(u)�(u0)dudu0

�
u

u

d

0

(au0 + b� v0)
u0 � u

r3
�(u)�(u0)dudu0 (10)

We will now show that with the above integral equations, the repulsive
forces and torques between object and obstacles can be evaluated an-
alytically for some simple nonuniform charge distributions along their
boundaries.

C. Repulsion Due to Simple Charge Distributions

For the application of the proposed potential model in achieving col-
lision avoidance in path planning, the optimal object configurations
along a path can be found more efficiently if the above integral equa-
tions can be evaluated analytically instead of numerically. The main

2For simplicity, only theu-component is considered for the rest of the paper.

advantage of the proposed model is that such analytic expressions exist
for the simple charge densities considered in this paper.

Assume the charge density�(u) is equal to1; u, oru2 for an obstacle
line, and�(s) = 1; s, or s2 for an object line, nine different combi-
nations of charge distributions will need to be considered in evaluating
the repulsion between the two line segments. For example, from (8),
the repulsive force along theu-axis for these nine combinations can be
obtained from

F ij
u

4

= F ij
u (u2)� F ij

u (u1)

= (1 + a2)
u

u

d

0

u0 � u

r3
ui du(u0)j du0 (11)

wherei is equal to the order of the charge density of the obstacle line,
andj is equal to that of the object line. It can be shown that analytic
expressions exist for all these integral equations. For example, we have

F 00

u (u1) = log
f 01(u1)=2 +

p
1 + a2f

1=2
1

(u1)

f 0
2
(u1)=2+

p
1 + a2f

1=2
2

(u1)
(12)

wheref1(u) = (au+ b)2 + (u� d)2 andf2(u) = (au+ b)2 + u2.
In general,�(u) and�(s) can be any quadratic functions

�(u) =�1u
2 + �1u+ 1 (13)

�(s) =�2s
2 + �2s+ 2 (14)

where coefficients�1; �1; 1; �2; �2, and2 are some real numbers.
The repulsive force along theu-axis can still be evaluated analytically
as

Fu = �1�2F
22

u + �1�2F
21

u + �12F
20

u

+ �1�2F
12

u + �1�2F
11

u + �12F
10

u

+ 1�2F
02

u + 1�2F
01

u + 12F
00

u : (15)

Similar results can be obtained forFv and�P . Thus, for any�(u) and
�(s), we can first evaluate the coefficients of the charge density func-
tions and then use the nine sets of expressions of the repulsion, as in
(15), to evaluate the total repulsion.

IV. A PPLICATION OF THEPOTENTIAL MODEL IN PATH PLANNING

In the previous section, it is shown that the repulsion between two
polygonal regions, in forms of repulsive force and torque, can be evalu-
ated analytically. In this section, the above results will be used to ensure
collision avoidance in path planning for polygonal object and obstacles
in the 2-D space.

A. A Local Planning Algorithm

For a path planning problem, the places where the moving object is
more likely to collide with obstacles are bottlenecks in the free space.
In the 2-D space, free space bottlenecks can be defined by the minimal
distance links (MDL’s) among obstacles. For example, MDL’s are used
to connect (convex) obstacle nodes in the obstacle neighborhood graph
in [10]. Central to the solution to the path planning problem is the iden-
tification of the set of bottlenecks in the free space to be traversed by
the object in order to reach the destination.

In this section, a simple local planner (similar to that presented in
[1]) is used to demonstrate one possible application of the proposed po-
tential model to path planning, i.e., the identification of optimal object
configurations (each has minimum likelihood of collision with respect
to the potential function) along the local path around a bottleneck. The
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topology of a local path, given as input to the local planner, is described
in terms of the associated MDL and the object skeleton3 . The descrip-
tion is of a very concise form which only specifies the sequence in
which the skeleton points should cross the MDL. If such a description
corresponds to a feasible object path, the local planner will generate
a sequence of object configurations along the path, each of minimum
potential; otherwise, a failure will be reported.

Let si; 1 � i � N , denote the sequence ofN selected skeleton
points to cross the MDL whileL denotes the line containing the
MDL. The local path begins whens1 reaches the MDL and ends
when sN leaves the MDL. The following algorithm developed for
the local planner performs the path planning by sequentially ensuring
that as each skeleton point moves onto the MDL, it stays onL while
the location and orientation of the object is adjusted to minimize
the Newtonian potential using repulsive torque (T) and force (F)
experienced by the object. Additional skeleton points may be added
(see algorithm) to reduce the step size along the path, allowing for
finer adjustments in the object configuration to avoid collision. To
restrict the total amount of computation, a limit is put on the minimum
spacingsmin between adjacent skeleton points used in the simulation,
which effectively serves as a feasibility test of the local plan.

ALGORITHM LOCAL_PLAN:

Step 0: (Begin with the first skeleton point)
Initialize i = 1.

Step 1: (For this skeleton point, find the minimal potential object
configuration)
Shift the object parallel toL and rotate it with respect to
si until T and the projection ofF alongL are both zero.

Step 2: (End when done with the last skeleton point)
If i = N , the local planning is completed.

Step 3: (Translate the next skeleton point onto MDL if possible)
Translate the object such thatsi+1 is shifted to its projec-
tion onL. If there is no collision during the translation,
then leti  i + 1, and go to Step 1.

Step 4: (Translate an intermediate skeleton point onto MDL)
Find the smallestn � 1 such thats0

i = si +
(si+1 � si)=2

n can be shifted to its projection on
L without collision between the object and obstacles. If
js0

i � sij > smin, then letsi  s0

i, and go to Step 1.
Step 5: (End abnormally)

Exit with failure due to the need for less than allowed
spacing of skeleton points.

An object configuration obtained in Step 1 is not only collision-free
but also the safest with respect to the Newtonian potential under the
constraint that the corresponding skeleton point stays onL. Such a min-
imal potential configuration always exists forsi located on the MDL
which connects two obstacles. For the implementation of Step 1, the
minimal potential configuration is identified efficiently by performing
two binary searches: one for the object location usingF and the other
for the object orientation usingT. The accuracies required for speci-
fying the final object location and orientation determine the number of
iterations needed for solving the corresponding constrained optimiza-
tion problems. For the simulation results presented in the next subsec-
tion, the minimal potential configurations are specified to within 1% of
the length of the MDL in location, and within one degree in orientation.
In Steps 3 and 4, the swept volume of the object due to the translation
is checked for possible intersection with all obstacle regions to detect
a collision.

3The identification of the sequence of MDL’s (or similar constraints) for a
global path, as well as the selection of a sequence of skeleton points of the object
(whose skeleton may even have a branch) for each local path, are beyond the
scope of this paper.

Fig. 4. A path planning example. The obstacle boundaries are (a) uniformly
charged, (b) nonuniformly charged.

Fig. 5. Path planning example. The obstacle boundaries are (a) uniformly
charged, (b) nonuniformly charged.

B. Simulation Results

In this subsection, simulation results are presented for path planning
of objects with uniformly charged boundary for simplicity. In addi-
tion to planned object paths, in order to make easy the observation
of different charge distributions along obstacle boundaries, values of
the charge density function for different locations along each boundary
segment are also displayed. Thus, to each segment, one, two or three
numbers will be attached in the illustration depending on whether the
corresponding charge density function is of zero, first or second order,
respectively. While values of the charge density are displayed for the
two endpoints of a linearly charged segment, the density is also dis-
played for the midpoint of a quardratically charged segment.

Figs. 4 and 5 show local planning results for several object paths.
(For simplicity, skeleton points are only shown for the object in Fig. 4.)
The paths obtained withLOCAL_PLANare safe and smooth because
the potential function are spatially smooth and maximum freedom is
allowed in the adjustment of the object configuration to achieve min-
imum potential. Different effects of changing the charge distributions
along obstacle boundaries can be observed. In general, by properly
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Fig. 6. CPU times spent in obtaining path planning results similar to that
shown in Fig. 4.

readjusting the originally uniform charge distribution, the minimum
distance between an object path and obstacles can be reduced. For ex-
ample, such an effect can be achieved if more charges are added to
protruding points of the obstacles.

On the other hand, the computing cost is higher if higher-order
charge distributions are adopted in the simulation because the asso-
ciated force and torque calculations are more complex. Fig. 6 shows
the CPU times spent in obtaining path planning results similar to
that shown in Fig. 4. While the obstacle boundaries are uniformly
charged, as in Fig. 4(a), three sets of simulation results are obtained
for different charge distributions along the object boundary, and for
different numbers of obstacle segments as well.4 In order to simplify
the analysis, all the object border segments are charged with source
distributions of the same order for each set of the data. For a given
number of obstacle segments, the increase in the computing cost
due to the increase in the order of the charge distribution is readily
observable.5 Also note that for each set of data, the computing cost
increases linearly with the number of obstacle segments. Such a
result is a direct consequence of the fact that the force and torque
calculations are required for each pair of object-obstacle segments.

Figs. 7–9 show path planning examples involving multiple local
paths. For each of the examples, the local paths are so close to their
neighbors along the global path that the union of them constitutes a
reasonable object path.6 . Also note that only one skeleton point of the
object, its centroid, is used by the local planner for these examples.
In Fig. 7, local paths are obtained for a sequence of vertical obstacle
links between two parallel obstacle segments of a straight passage.
A curved object path is obtained in Fig. 7(b) since extra charges are
added near the midpoint of only one side of the passage. Such an
example demonstrates the possibility of the proposed potential-based
modeling of the workspace to accommodate certain path planning
constraints/considerations of interest, e.g., building material, protec-
tion measure, or uncertainty in location (see [21]), which are generally
nonuniform along workspace boundaries.

In Fig. 8, a sequence of vertical obstacle links are used for a zigzag
passage along the horizontal direction. Fig. 8(a) and (b) shows object
paths obtained by using uniform and linear source distributions, respec-
tively. No matter how its parameters are modified, the linear distribu-
tion always results in a wavy appearance of the object path. On the other
hand, a near straight object path, i.e., a path of minimum length, can

4The number of obstacle segments are increased by duplicating those seg-
ments.

5Such an increase in computing cost may not be a problem if, as the case
considered in this paper, the order of the charge distribution of interest is small.

6For brevity, considerations for situations when such a condition is not sat-
isfied that additional processes may be required to connect the local paths are
omitted. One way of performing the connecting task can be found in [1]

Fig. 7. Path planning example. The obstacle boundaries are (a) uniformly
charged, (b) nonuniformly charged.

Fig. 8. Path planning example. The obstacle boundaries are (a) uniformly
charged, (b) linearly charged, and (c) quadratically charged.

Fig. 9. Path planning for an object among more than two obstacles.

be obtained with the quadratic distribution shown in Fig. 8(c). Such a
result is due to the fact that in order to generate near horizontal equipo-
tential contours in the vicinity of the centerline of the zigzag passage,
a higher degree of unevenness in the source distribution, which is fea-
sible with the quadratic distribution but not with the linear one, is re-
quired. In Fig. 9, it is assumed that three of the six MDL’s among the
four obstacles, which are connected to a common obstacle vertex, are
selected in advance. Local paths are derived for these MDL’s as well
as additional line segments, also connected to the same obstacle vertex,
to show the object path with finer steps. It is easy to see that the under-
lying global path is also safe and smooth.

V. CONCLUSIONS ANDFUTURE WORKS

In this paper, we propose a potential field model of the workspace
which assumes object and obstacle boundaries are charged and thus re-
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pelling one another. Such a potential model is more flexible than the
one previously presented in [1] since nonuniform charge distributions
are used in the modeling. The efficiency of the proposed approach is
resulted from the existence of analytic expressions of the repulsion be-
tween two line segments, each being uniformly, linearly, or quardrat-
ically charged. A local planning procedure of deriving an object path
of minimal potential is presented. According to the simulation results,
improvements over the path planning results obtained with the uniform
charge distribution, in terms of collision avoidance, path length, etc.,
can be achieved through proper selection of the nonuniform charge
distributions along object/obstacle boundaries. Several path planning
results involving multiple local paths are also presented. Similar path
planning procedures for different types of workspace, e.g., a corridor in
the free space, as well as applications of the proposed object/obstacle
model to more general situations, e.g., for articulated objects and/or for
nonstationary obstacles, are currently under investigation.

The proposed workspace model has the potential of accommon-
dating certain constraints/considerations of interest to the underlying
findpath problem, e.g., building material, protection measure, or un-
certainty in location, which are generally nonuniform along workspace
boundaries. However, the way to describe uncertainty or to weight
protection may strongly depend on individual application. Thus, one
of future research directions of such findpath problem is the derivation
of proper charge distributions for objects and obstacles so that the
nonuniform nature of their boundaries can be represented effectively.
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Shape Partitioning by Convexity

Paul L. Rosin

Abstract—The partitioning of two-dimensional (2-D) shapes into sub-
parts is an important component of shape analysis. This paper defines a
formulation of convexity as a criterion of good part decomposition. Its ap-
propriateness is validated by applying it to some simple shapes as well as
against showing its close correspondence with Hoffman and Singh's part
saliency factors.

Index Terms—2-D shape analysis, decomposition, segmentation, visual
perception.

I. INTRODUCTION

A primary task in visual perception—for both biological and com-
puter systems—is the analysis of shape. Despite its importance uni-
versal theories of shape have proven elusive, and much research con-
tinues to be carried out in a variety of disciplines including art [1], ar-
chitecture [2], biological visual perception [3], psycholinguistics [4],
qualitative reasoning [5], and computer vision [6]. One aspect of shape
is the partitioning of a region into parts whose shapes are either sim-
pler than the overall shape, or similar to an element from a predefined
catalogue of primitive shapes [7]. Given the inherent difficulties of vi-
sion, particularly those related to the variability in the appearance of
an object due to different viewpoints or articulation of parts, such a de-
composition helps simplify the problem of perception. For instance, in
many cases there will be a one-to-one correspondence between observ-
able region parts and functional components of the viewed object.

Naturally image understanding involves a multitude of factors such
as color, texture, shading, and motion, as well as nonvisual information
such as contextual cues, prior expectations, etc. This paper is restricted
to shape analysis, the importance and power of which was demon-
strated by Biederman and Ju in experiments where both color pho-
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