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Abstract

Wang and Wu characterized matrices which are sums of two square-zero matrices, and
proved that every matrix with trace-zero is a sum of four square-zero matrices. Moreover, they
gave necessary or sufficient conditions for a matrix to be a sum of three square-zero matrices.
In particular, they proved that if ann × n matrix A is a sum of three square-zero matrices,
the dim ker(A − αI) 6 3n/4 for any scalarα /= 0. Proposition 1 shows that this condition
is not necessarily sufficient for the matrixA to be a sum of three square-zero matrices, and
characterizes sums of three square-zero matrices among matrices with minimal polynomials
of degree 2. © 2000 Elsevier Science Inc. All rights reserved.

Let Cn×m denote the space of alln × m complex matrices. The block diago-
nal matrix with diagonal blocksA1, . . . , Am is denoted byA1 ⊕ · · · ⊕ Am, and if
A1 = · · · = Am = A, then we writeA1 ⊕ · · · ⊕ Am = A(m). LetIn denote then × n

identity matrix.

Proposition 1. Let A be ann × n matrix withtr A = 0 and assume that A is similar
to [

β 0
0 α

](m)

⊕ αIr ,
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whereα /= β and m, r > 1.Then A is a sum of three square-zero matrices if and only
if r is a divisor of2m.

Lemma 1. Let

A =
[
α 0
0 β

](2)

∈ C4×4 and α /= β.

Then, for anyγ and δ such thatγ /= δ andγ + δ = α + β, there is a square-zero
matrix N such thatA + N is similar to[

γ 1
0 γ

]
⊕
[
δ 1
0 δ

]
.

Proof. Clearly,A is similar to[
γ I2 I2
cI2 δI2

]
,

wherec = (α − γ )(γ − β). By considering the matrix

S−1
[
γ I2 I2
cI2 δI2

]
S for S = I1 ⊕

[
1 0
1 1

]
⊕ I1,

we see that there is a square-zero matrixN such thatA + N is similar to


γ 1 1 0
0 γ 0 1
0 0 δ −1
0 0 0 δ


 ,

which is similar to[
γ 1
0 γ

]
⊕
[
δ 1
0 δ

]
becauseγ /= δ. �

The following lemma is a special case of Proposition 1.

Lemma 2. Let A be ann × n matrix with tr A = 0 and suppose that A is similar to[
β 0
0 α

](m)

⊕ αIr ,

whereα andβ are scalars withα /= β. If r 6 2, then A is a sum of three square-zero
matrices.

Proof. Since trA = 0, the conditionα /= β is equivalent toα /= 0. The case when
r = 0 or 1 follows from [1, Proposition 3.3] and its proof. (Indeed, sinceα /= β,
the proof of [1, Proposition 3.3] withc = −α shows the case ofr = 1.) Thus we
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consider the case whenr = 2. Suppose thatm is even. ThenA is similar toA1 ⊕ A1,
where

A1 =
[
β 0
0 α

](m/2)

⊕ αI1 and trA1 = 0.

As remarked above,A1 is a sum of three square-zero matrices, and hence so isA.
Next, suppose thatm is odd andm = 2k + 1. The condition trA = 0 impliesβ +
α = −2α/m. By Lemma 1, for 16 i 6 k, there is a square-zero matrixNi such that[

β 0
0 α

](2)

+ Ni

is similar to[−(2i + 1)α/m 1
0 −(2i + 1)α/m

]
⊕
[
(2i − 1)α/m 1

0 (2i − 1)α/m

]
.

Also, there is a square-zero matrixM such that the matrix[
β 0
0 α

]
+ M

is similar to[−α/m 1
0 −α/m

]
(see [1] or the proof of Lemma 1). Let

N = N1 ⊕ · · · ⊕ Nk ⊕ M ⊕
[
0 1
0 0

]
.

ThenN2 = 0 and the matrix([
β 0
0 α

](m)

⊕ αI2

)
+ N

is similar to

B=
k⊕

i=1

([−(2i + 1)α/m 1
0 −(2i + 1)α/m

]

⊕
[
(2i − 1)α/m 1

0 (2i − 1)α/m

])

⊕
[−α/m 1

0 −α/m

]
⊕
[
α 1
0 α

]
.

Clearly,B is similar to−B, and so by [1, Theorem 2.11]B is a sum of two square-
zero matrices. Therefore it follows thatA is a sum of three square-zero matrices.�

Lemma 3. Let A be ann × n matrix whose minimal polynomial ism(λ) = (λ −
α)(λ − β), and let N be ann × n square-zero matrix. Ifγ is the eigenvalue ofA + N

andγ /= α, β, thenα + β − γ is also the eigenvalue ofA + N .
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Proof. SinceN2 = 0, we can take an invertible matrixP such that

P−1NP =
[

0 0
N1 0

]
,

whereN1 ∈ Cr×(n−r). Let

P−1AP =
[
A11 A12
A21 A22

]
,

whereA21 ∈ Cr×(n−r). Then, since(A − αI)(A − βI) = 0, we have

A11A12 + A12A22 = (α + β)A12

and the invariant polynomials of the matrix polynomials

[A11 − λI,A12] and

[
A12

A22 − λI

]
are divisors of(λ − α)(λ − β).

Hence the lemma follows from [2, Theorem 6(b)].�

Proof of Proposition 1. Suppose that 2m = rs for some integers. Then, according
asr is odd or even,A is similar toC(r) or D(r/2), where

C =
[
β 0
0 α

](s/2)

⊕ αI1 and D =
[
β 0
0 α

](s)

⊕ αI2.

In each case, the condition trA = 0 implies trC = 0 or trD = 0. By Lemma 2, the
matricesC andD are sums of three square-zero matrices and soA is a sum of three
square-zero matrices.

Conversely, assume thatA is a sum of three square-zero matrices. Then there
is a square-zero matrixN such thatA + N is a sum of two square-zero matrices.
Since rank(A − αI) < n/2 and rankN 6 n/2 becauseN is square-zero, we have
α ∈ σ(A + N), so it follows from [1, Theorem 2.11] that−α ∈ σ(A + N). Since
tr A = 0, the conditionsα /= β andr > 1 imply that−(kα + (k − 1)β) /= β for ev-
ery integerk > 1 (and−α /= α). Therefore, if−(kα + (k − 1)β) /= α for all integers
k > 2, then it follows from Lemma 3 and [1, Theorem 2.11] thatkα + (k − 1)β ∈
σ(A + N) for all k, which is impossible. Thus we have−(kα + (k − 1)β) = α for
some integerk > 2 and therefore 2m = (k − 1)r because trA = 0. �

For a matrixA, letµA = max{dim ker(A − αI) : α ∈ C}. If tr A = 0 andµA =
dim kerA, then the rational form ofA shows thatA is similar toA1 ⊕ · · · ⊕ Am ⊕ 0,
where eachAi is a cyclic matrix of size at least 2. By [1, Proposition 3.3],A1 ⊕
· · · ⊕ Am is a sum of three square-zero matrices, hence so isA. Thus we consider
matricesA with µA = dim ker(A − αI) for someα /= 0.

Lemma 4. Let A be ann × n matrix withµA > n/2 and N be ann × n square-zero
matrix. Then there is an invertible matrix P such that
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P−1AP =




αIk1 0 0 0
∗ B11 B12 0
∗ B21 B22 0
∗ ∗ ∗ αIk2




and

P−1(A + N)P =




αIk1 0 0 0
∗ B11 B12 0
∗ B21 + M B22 0
∗ ∗ ∗ αIk2


 ,

whereα is a scalar such thatdim ker(A − αI) = µA, k1 + k2 = 2µA − n, Bij (i, j =
1, 2) and M are(n − µA) × (n − µA) matrices and∗ are some matrices.

Proof. Let r = n/2 or r = (n − 1)/2 according asn is even or odd. SinceN is
square-zero, we may assume that

N =
[

0 0
N1 0

]
,

whereN1 ∈ Cr×(n−r). We write

A =
[
A11 A12
A21 A22

]
,

whereA21 ∈ Cr×(n−r). Then

rank[A11 − αI, A12] 6 rank[A − αI ] = n − µA

and

rank

[
A12

A22 − αI

]
6 n − µA.

Therefore there are invertible matricesQ1 ∈ C(n−r)×(n−r) andQ2 ∈ Cr×r such
that

[
Q1 0

0 Q2

]−1

A

[
Q1 0

0 Q2

]
=




αIµA−r 0 0 0

∗ B11 B12 0

∗ B21 B22 0

∗ ∗ ∗ αIµA+r−n


 ,

whereBij ∈ C(n−µA)×(n−µA)(i, j = 1, 2), and we can write

[
Q1 0

0 Q2

]−1

N

[
Q1 0

0 Q2

]
=




0 0 0 0

0 0 0 0

∗ M 0 0

∗ ∗ 0 0



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in the same block form as the one of the matrix[
Q1 0
0 Q2

]−1

A

[
Q1 0

0 Q2

]
.

This proves the lemma.�

Proposition 2. Let A be ann × n matrix with tr A = 0, and suppose thatµA =
dim ker(A − αI) for someα /= 0.
(1) If n = 4m andµA = 3m, then A is a sum of three square-zero matrices if and

only if A is similar toA
(m)
1 , whereA1 = diag(−3α, α, α, α).

(2) If n = 4m − 1 andµA = 3m − 1, then A is a sum of three square-zero matrices
if and only if A is similar toA(m−1)

1 ⊕ A2, whereA1 = diag(−3α, α, α, α) and
A2 = diag(−2α, α, α).

Proof. The “if” parts of the assertions (1) and (2) follow from the fact thatA1 and
A2 are sums of three square-zero matrices (see [1, Corollary 3.5]). So suppose thatA

is a sum of three square-zero matrices, or equivalently, there is a square-zero matrix
N such thatA + N is a sum of two square-zero matrices.

(1) By Lemma 4, we may assume that

A =




αIk1 0 0 0

B10 B11 B12 0

B20 B21 B22 0

B30 B31 B32 αIk2




and

A + N =




αIk1 0 0 0

B10 B11 B12 0

∗ B21 + M1 B22 0

∗ ∗ B32 αIk2


 ,

whereB11, B22 andM1 arem × m matrices andk1 = k2 = m. Let

B =
[
B11 B12

B21 B22

]
and M =

[
0 0

M1 0

]
,

which are 2m × 2m matrices. SinceA + N is a sum of two square-zero matrices, it
follows from [1, Theorem 2.11] thatA + N is similar to−(A + N) and therefore
σ(B + M) = {−α}, which implies thatA + N is similar to[

αIk1 0

∗ αIk2

]
⊕ (B + M).

Then, sinceA + N and−(A + N) are similar, it follows that(B + M + αI)2 = 0.
On the other hand, the invertibility ofB + M − αI implies

rank[B11 − αI, B12] = m = rank(A − αI).
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Hence there are matricesF andG such that

F [B10, B11 − αI, B12] = [B20, B21, B22 − αI ]
and

G[B10, B11 − αI, B12] = [B30, B31, B32],
and therefore we have


I 0 0 0
0 I 0 0
0 F I 0
0 G 0 I




−1

A




I 0 0 0
0 I 0 0
0 F I 0
0 G 0 I


 =




αI 0 0 0
B10 B11 + B12F B12 0
0 0 αI 0
0 0 0 αI




and [
I 0
F I

]−1

(B + M)

[
I 0
F I

]
=
[
B11 + B12F B12

M1 αI

]
.

Since(B + M + αI)2 = 0, it follows that the matrixB12 is invertible and(B11 +
B12F + 3αI)B12 = 0, so thatB11 + B12F = −3αI . Therefore we can conclude
thatA is similar toA

(m)
1 because−3α /= α.

(2) The argument similar to the proof of (1) withk1 = m andk2 = m − 1 shows
that the characteristic polynomial ofB + M is p(λ) = λ(λ + α)2m−1 and its mini-
mal polynomial is a divisor ofλ(λ + α)2. ThusB + M − αI is invertible and as in
the proof of (1), we see thatA andB + M are similar to


αI 0 0 0
∗ C B12 0
0 0 αI 0
0 0 0 αI


 and

[
C B12
M1 αI

]
,

whereC ∈ Cm×m. We also have that rank(B + M + αI)2 = 1. Hence rank(C +
3αI)B12 6 1 and, since the invertibility ofB + M − αI implies that of B12,
dim ker(C + 3αI) > m − 1. This, together with the identity trB = −(2m − 1)α,
shows that−2α is the eigenvalue ofCand dim ker(C + 3αI) = m − 1(α /= 0). Thus
A is similar toA

(m−1)
1 ⊕ A2. �

Lemma 5. Let A = B ⊕ αIr , where B is anm × m cyclic matrix andr 6 m − 2.
Then, for anym + r scalarsδ1, . . . , δm+r with

∑m+r
i=1 δi = tr A, there is a square-

zero matrix N such that

σ(A + N) = {δ1, . . . , σm+r }.

Proof. The case ofr = 0 is shown in [1, Lemma 3.2], and ifα /∈ σ(B), thenB ⊕
αI1 is cyclic. Thus, by consideringB ⊕ αI1 instead ofB in this case, we may as-
sume thatα ∈ σ(B). Let p(λ) = ∏m

i=1(λ − βi) be the characteristic polynomial of
B, whereβ1 = α, and letP be an(m + r) × (m + r) invertible matrix whosejth
columnpj is
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pj =





 j∏

i=1

(B − βiI)x


⊕ 0 for j 6 m − 1,

x ⊕ 0 for j = m,
j−m∏

i=1

(B − βiI)x


⊕ ej−m for m + 1 6 j 6 m + r,

wherex is a cyclic vector ofB and{e1, e2, . . . , er } is a basis forCr . Then we have

P−1AP =
[
A11 A12
0 αIr+1

]
,

where

A11 =




β2 0 · · · · · · 0

1 β3 0 · · · ...

0
...

...
...

...

...
. . .

. . .
. . . 0

0 · · · 0 1 βm




∈ C(m−1)×(m−1)

and

A12 =




1 β2 0 · · · 0

0 1 β3
...

...

...
. . .

. . .
. . .

...

...
. . .

. . .
. . . βr+1

...
. . .

. . . 0 1
...

. . .
. . .

. . .
...

0 · · · · · · · · · 0




∈ C(m−1)×(r+1).

Since the pair(A11, A12) is of full range, that is,

rank[A12, A11A12, . . . , A
m−2
11 A12] = m − 1,

and rankA12 = r + 1, by [2, Theorem 1] there is a matrixX such that

σ

([
A11 A12
X αI

])
= {δ1, . . . , δm+r }.

Therefore, ifN is the square-zero matrix defined by

N = P

[
0 0
X 0

]
P−1,

then we haveσ(A + N) = {δ1, . . . , δm+r }, which proves the lemma. �
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Lemma 6. Let A = B ⊕ αIm−2, where B is anm × m cyclic matrix such thatα ∈
σ(B), and let1 6 s 6 m − 1. Then, for scalarsγ andδ1, . . . , δ2(m−1)−s such that

sγ +
2(m−1)−s∑

i=1

δi = tr A and δi /= δ f or 1 6 i 6 2(m − 1) − s,

there is a square-zero matrix N such thatA + N is similar toC1 ⊕ C2, whereC1 ∈
Cs×s andC2 ∈ C(2(m−1)−s)×(2(m−1)−s) are matrices such that

(C1 − γ I)2 = 0 and σ(C2) = {δ1, . . . , δ2(m−1)−s}.

Proof. The proof of Lemma 5 withr = m − 2 shows thatA12 is invertible and so
A is similar to

Ã =
[
A1 I

0 αI

]
,

whereA1 ∈ C(m−1)×(m−1) is cyclic. SinceD = A1 + αI is cyclic, for a cyclic vector
x of D, the matrixQ whosejth column is

∏j−1
i=1 (D − di)x, wheredi = δi + δm−1+i

for 1 6 i 6 m − 1 − s anddi = δi + γ for m − s 6 i 6 m − 1, is invertible, and

Q−1DQ =




d1 0 · · · · · · c1

1 d2
...

... c2

0
...

...
...

...

...
. . .

. . .
. . . cm−2

0 · · · · · · 1 dm−1




,

for some scalarsc1, c2, . . . , cm−2. Let

G = Q




δ1 0 · · · · · · 0

1 δ2
...

...
...

0
...

...
...

...

...
. . .

. . .
. . . 0

0 · · · · · · 1 δm−1




Q−1

andH = D − G. Then

σ(G) = {δ1, . . . , δm−1} and H =
[
H11 H12
0 H22

]
,

whereH11 = diag(δm, δm+1, . . . , δ2(m−1)−s),

H12 =



0 · · · 0 c1
... · · · ...

...

0 · · · 0 cm−1−s


 ∈ C(m−1−s)×s
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and

H22 =




γ 0 · · · cm−s

0 γ
. . .

...

...
. . .

. . . cm−2

0 · · · 0 γ


 ∈ Cs×s .

Sinceγ /= δi for all i, H is similar to diag(δm, . . . , δ2(m−1)−s)) ⊕ H22, and(H22 −
γ I)2 = 0. We also have[

I 0
G − A1 I

]−1

Ã

[
I 0

G − A1 I

]
=
[

G I

HG − αA1 H

]
,

so that ifN is the square-zero matrix defined by

N =
[

I 0
G − A1 I

] [
0 0

αA1 − HG 0

] [
I 0

G − A1 I

]−1

,

thenÃ + N is similar to[
G I

0 H

]
.

But, sinceγ /= δi for all i, the matrix[
G I

0 H

]
is similar to[

G J

0 H11

]
⊕ H22,

where

J =
[
Im−1−s

0

]
∈ C(m−1)×(m−1−s).

This proves the lemma. �

Note that the proof of Lemma 6 shows that in Lemma 6, ifs < m − 2, the matrix
C1 can be also taken to beC1 = γ I .

Proposition 3. Let A be ann × n matrix with tr A = 0, and let m be the number of
its invariant polynomials of degree2. If µA 6 (2n − m)/3, then A is a sum of three
square-zero matrices.

Proof. Let α be a scalar such that dim ker(A − αI) = µA, and let` and r be
the numbers of the invariant polynomials ofA of degreeat least 3 and of degree 1,
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respectively. Using the rational form ofA, we may assume thatA =
(⊕`+m

i=1 Bi

)
⊕

αIr , where eachBi is a cyclic matrix withα ∈ σ(Bi) whose sizeki is ki > 3 for
1 6 i 6 ` andki = 2 for ` + 1 6 i 6 ` + m. (Indeed,B`+1 = · · · = B`+m.) Note
that sincen = ∑`

i=1 ki + 2m + r andµA = ` + m + r, the conditionµA 6 (2n −
m)/3 is equivalent tor 6

∑`
i=1(2ki − 3). First suppose thatr 6

∑`
i=1(ki − 2),

which is equivalent toµA 6 n/2. Take` nonnegative integersr1, . . . , r` such that∑`
i=1 ri = r and ri 6 ki − 2 for all i, and letAi = Bi ⊕ αIri for 1 6 i 6 ` and

Ai = Bi for ` + 1 6 i 6 ` + m. ThenA is similar toÃ = ⊕`+m
i=1 Ai . Let ti = tr Ai

for 1 6 i 6 ` + m and take a scalarc such thatc >
∑`+m

i=1 |ti |. As in the proof of
[1, Proposition 3.3], we apply Lemma 5 to the matricesA1, . . . , A`+m to obtain
square-zero matricesN1, . . . , N`+m such that

σ(Ai + Ni) =

c −

i−1∑
j=1

tj ,

i∑
j=1

tj − c, 0, . . . , 0




for 1 6 i 6 ` + m. Then, sincec −∑i−1
j=1 tj and

∑i
j=1 tj − c are different nonzero

numbers, eachAi + Ni is similar to

diag


c −

i−1∑
j=1

tj ,

i∑
j=1

tj − c, 0, . . . , 0


 ,

and so the matrixÃ + N , whereN = ⊕`+m
i=1 Ni , is similar to−(Ã + N). Hence

it follows from [1, Theorem 2.11] thatÃ + N is a sum of two square-zero
matrices. SinceN2 = 0, we can conclude thatA is a sum of three square-zero
matrices.

Next suppose thatr >
∑`

i=1(ki − 2), and lets = r −∑`
i=1(ki − 2). ThenA is

similar to Ã = (
⊕`+m

i=1 Ai) ⊕ αIs , where Ai = Bi ⊕ αIki−2 for 1 6 i 6 ` + m.
Sincer 6

∑`
i=1(2ki − 3) by assumption, 0< s 6

∑`
i=1(ki − 1), so we can takeq

integerss1, . . . , sq (q 6 `) such that
∑q

i=1 si = s and 16 si 6 ki − 1 for eachi. Let
ti = tr Ai + αsi for 1 6 i 6 q andti = tr Ai for q + 1 6 i 6 ` + m, and letc be a
scalar withc >

∑`+m
i=1 |ti | + |α|. Then, for eachi, the numbers−α, c −∑i−1

j=1 tj and∑i
j=1 tj − c are nonzero and mutually different. Hence, for 16 i 6 q, by Lemma

6 there is a square-zero matrixNi such thatAi + Ni is similar toCi ⊕ Di , whereCi

is ansi × si matrix with (Ci + αI)2 = 0 and

Di = diag


c −

i−1∑
j=1

tj ,

i∑
j=1

tj − c, 0, . . . , 0


 ∈ C(2(ki−1)−si )×(2(ki−1)−si ).

Also, for q + 1 6 i 6 ` + m, we have a square-zero matrixNi such thatAi + Ni is
similar to
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Di =




c −
i−1∑
j=1

tj 0

0
i∑

j=1

tj − c




(see [1] or Lemma 5). By [1, Theorem 2.11],
⊕`+m

i=1 Di is a sum of two square-zero
matrices, and sinceσ(Ci) = {−α}, the matricesCi ⊕ (Ci + 2αIsi ), i = 1, . . . , q,
are sums of two square-zero matrices too. Now, let

N =
(

`+m⊕
i=1

Ni

)
⊕
(

q⊕
i=1

(Ci + αI)

)
.

ThenN2 = 0 andÃ + N is similar to(
`+m⊕
i=1

Di

)
⊕
(

q⊕
i=1

(Ci ⊕ (Ci + 2αI))

)
,

which is a sum of two square-zero matrices. Thus it follows thatA is a sum of three
square-zero matrices.�

Corollary 1. Let A be ann × n matrix with tr A = 0. If µA 6 n/2 + 1, then A is a
sum of three square-zero matrices.

Proof. Let ` andr be the numbers of the invariant polynomials ofA of degree at
least 3 and of degree 1, respectively. The conditionµA 6 n/2 + 1 is equivalent to
r 6

∑`
i=1(ki − 2) + 2, wherek1, . . . , k` are the degrees of the invariant polynomi-

als ofA with degree> 3. So, if` = 0, thenr 6 2 and it follows from Lemma 2 thatA
is a sum of three square-zero matrices. If` /= 0, then the inequalityr 6

∑`
i=1(ki −

2) + 2 impliesr 6
∑`

i=1(2ki − 3), so the assertion follows from Proposition 3.�

Corollary 2. Let A be ann × n matrix with tr A = 0 and suppose thatµA =
dim ker(A − αI) for someα /= 0.
(1) Whenn = 6, A is a sum of three square-zero matrices if and only ifµA 6 4.
(2) Whenn = 7, A is a sum of three square-zero matrices if and only if(i) µA 6 4

or (ii) µA = 5 and A is similar to(−3αI1) ⊕ (−2αI1) ⊕ αI5.
(3) Whenn = 8, A is a sum of three square-zero matrices if and only if(i) µA 6 5

or (ii) µA = 6 and A is similar to(−3αI2) ⊕ αI6.

Proof. The “only if” parts of (1)–(3) follow from [1, Theorem 3.1] and Proposition
2. On the other hand, the “if” parts follow from [1, Corollary 3.4] and Corollary
1. �
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