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Abstract

Wang and Wu characterized matrices which are sums of two square-zero matrices, and
proved that every matrix with trace-zero is a sum of four square-zero matrices. Moreover, they
gave necessary or sufficient conditions for a matrix to be a sum of three square-zero matrices.
In particular, they proved that if am x n matrix A is a sum of three square-zero matrices,
the dim kefA — «al) < 3n/4 for any scalaw # 0. Proposition 1 shows that this condition
is not necessarily sufficient for the matxto be a sum of three square-zero matrices, and
characterizes sums of three square-zero matrices among matrices with minimal polynomials
of degree 2. © 2000 Elsevier Science Inc. All rights reserved.

Let C**™ denote the space of all x m complex matrices. The block diago-
nal matrix with diagonal blockgly, ..., A,, is denoted byA1 & --- & A, and if
A= ---= A, = A, thenwewriteA1 ® - -- ® A,, = A" . Let I, denotethe x n
identity matrix.

Proposition 1. Let A be am x n matrix withtr A = 0 and assume that A is similar

to
I:g a} @ O(Ir ’

“ All correspondence to: Pei Yuan Wu, Department of Applied Mathematics, National Chiao Tung
University, 1001 Ta Hsueh Road, Hsinchu, Taiwan, ROC.
E-mail addresspywu@cc.nctu.edu.tw (P.Y. Wu).

1 Deceased.

0024-3795/00/$ - see front matter2000 Elsevier Science Inc. All rights reserved.
PI:S0024-3795(99)00239-6



46 K. Takahashi / Linear Algebra and its Applications 306 (2000) 45-57

wherex = g and mr > 1. Then Ais a sum of three square-zero matrices if and only
if r is a divisor of 2m.

Lemmal. Let

=lo g € and o # B.

Then for anyy and§ such thaty # § andy + § = o + B, there is a square-zero
matrix N such thatd 4+ N is similar to

[y 1 s 1
o el 3]
Proof. Clearly,Ais similar to

(v I
| clz S|’

wherec = (@ — y)(y — B). By considering the matrix

1|yl 2 . 1 0
S [Clz 812i|S for S—11@|:1 1 @ 11,
we see that there is a square-zero matrsuch thatd + N is similar to
[y 1 1 0]
0O y O 1
0 0 8 -1}
|0 0 0 4]
which is similar to
[y 1 § 1]
0 V} ¢ [0 8]

becauser +45. [
The following lemma is a special case of Proposition 1.
Lemma 2. Let A be am x n matrix withtr A = 0 and suppose that A is similar to

(m)
o "o

wherea andpg are scalars withe #+ B. If r < 2,then A is a sum of three square-zero
matrices.

Proof. Since trA = 0, the conditionr + g is equivalent tax # 0. The case when
r =0 or 1 follows from [1, Proposition 3.3] and its proof. (Indeed, siace g,
the proof of [1, Proposition 3.3] with = —a shows the case of = 1.) Thus we
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consider the case when= 2. Suppose thahis even. Them\is similar toA; @ A1,
where

(m/2)
Al = |:€ 2i| ®aly and trA; =0.

As remarked above4 is a sum of three square-zero matrices, and hence Ao is
Next, suppose thah is odd andn = 2k + 1. The condition trA = 0 impliesg +

a = —20/m.By Lemma l, for 1< i < k, there is a square-zero matii such that
r (2
B 0 _
0 « +Ni
is similar to
[—(2i + Da/m 1 ® 2i— Da/m 1
i 0 —Q2i+Da/m 0 Q@i—Da/m |’
Also, there is a square-zero mathksuch that the matrix
'B O} + M
is siml_lar to
[—a/m 1
| O —a/m

(see [1] or the proof of Lemma 1). Let
0 1
N=N1€B-'-€BNk€BM69[O 0:|.
ThenN? = 0 and the matrix

(m)
<|:€ 2i| @ otlz) + N

is similar to

k
_ (2|+1)a/m 1
5= <[ ~@i+ 1)a/m}

i=

2i—Da/m 1
® 0 Qi — Da/m

@ —a/m 1 L 1
0 —a/m 0 «f
Clearly,B is similar to—B, and so by [1, Theorem 2.1B]is a sum of two square-
zero matrices. Therefore it follows thatis a sum of three square-zero matrices!

Lemma 3. Let A be amm x n matrix whose minimal polynomial i& (L) = (A —
a)(A — B),and let N be am x n square-zero matrix. lf is the eigenvalue oi + N
andy # «, B, thena + 8 — y is also the eigenvalue of + N.
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Proof. SinceN? = 0, we can take an invertible matrixsuch that
PlNPz[O ﬂ,

N1 O
whereN; € C"*"=7) et
_ A1 A1z
ptap = :
[A21 Azz}

whered,;, € C"*"=") Then, sincdA — al)(A — BI) = 0, we have
A11A12+ A12422 = (¢ + B)A12
and the invariant polynomials of the matrix polynomials

A1z
[A11—AI, A2l and [Azz - “}

are divisors of A — a)(A — B).
Hence the lemma follows from [2, Theorem 6(b)]]

Proof of Proposition 1. Suppose that/z = rs for some integes. Then, according
asr is odd or evenA is similar toC™ or D/?, where

(s/2) ()
C=|:€ 2i| ®al; and D:I:'g 2:| D als.

In each case, the conditionAr= 0 impliestrC = 0 or tr D = 0. By Lemma 2, the
matricesC andD are sums of three square-zero matrices anél soa sum of three
square-zero matrices.

Conversely, assume thatis a sum of three square-zero matrices. Then there
is a square-zero matriX such thatA + N is a sum of two square-zero matrices.
Since rankA — aI) < n/2 and rankN < n/2 becauseN is square-zero, we have
a € 0(A+ N), so it follows from [1, Theorem 2.11] thata € o (A + N). Since
tr A = 0, the conditions # B andr > 1 imply that— (ko + (kK — 1)8) # g for ev-
eryintegek > 1 (and—« # «). Therefore, if—(ka 4+ (k — 1)B) # « for allintegers
k > 2, then it follows from Lemma 3 and [1, Theorem 2.11] that+ (k — 1)8 €
o (A + N) for all k, which is impossible. Thus we have(ka + (k — 1)8) = « for
some integek > 2 and thereforeiz = (k — 1)r becausetd = 0. [

For a matrixA, let ug = max{dimkenA —al) : @ € C}. Iftr A=0anduys =
dim ker A, then the rational form of shows tha#A is similartoA; @ --- @ A, ® 0,
where eachy; is a cyclic matrix of size at least 2. By [1, Proposition 3.3}, ®
-+ @® Ay, 1s a sum of three square-zero matrices, hence %o Thus we consider
matricesA with 4 = dim ke A — «l) for somea #+ 0.

Lemma 4. Let Abe am x n matrix withuy > n/2and N be am x n square-zero
matrix. Then there is an invertible matrix P such that
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aly, 0 0 0
* B11  Bi2 0

1 .
PAP = * Bo1 B2 0
* * * aly,
and
aly, 0 0 0
-1 _ * B11 B1o 0
PrA+NP =1 By1+M By 0 |’
* * * aly,

wherex is a scalar suchthadimkenA — al) = pa, k1 + k2 = 2ua —n, Bij (i, j =
1,2)and M are(n — ua) x (n — ua) matrices ands are some matrices.

Proof. Letr =n/2 orr = (n — 1)/2 according as is even or odd. Sinc&l is
square-zero, we may assume that

0O O
=[x o
whereN; € €= \We write

A= A1 A1
Az1 A22|’

whereAzq € C"**=") Then
ranfA11 —al, Aol < ranHA —all=n— ua

and
A12
<n-—
rank{Azz_ ocI:| <n—ua.

Therefore there are invertible matriceg € C*~*"=") and 0, € C"*" such
that

aly,—r 0 0O 0

01 O _1A 01 0| * Bi1 B2 0
0 0 0 Q2 * Ba1 B2 0 ’
* * * aly,+r—n

whereB;; € C'—ra)x(=1a)(j j =1, 2), and we can write

) 0 0
01 0| o1 0 _
0 02 0 02

O O o

0
0 0
M 0
* 0

* % O
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in the same block form as the one of the matrix

(S o] o[ o
0 02 0 021
This proves the lemma.]

Proposition 2. Let A be ann x n matrix withtr A = 0, and suppose that4 =

dim kenA — «I) for somex # 0.

(1) If n = 4m and s = 3m, then A is a sum of three square-zero matrices if and
only if A is similar toA&’”), whereA; = diag(—3u, o, @, ).

(2) If n =4m — landus = 3m — 1,then Ais a sum of three square-zero matrices
if and only if A is similar toA&’”_l) @ Az, whereA; = diag(— 3o, o, @, @) and
Ag = diag(—2a, a, ).

Proof. The “if” parts of the assertions (1) and (2) follow from the fact thatand
Ay are sums of three square-zero matrices (see [1, Corollary 3.5]). So suppose that
is a sum of three square-zero matrices, or equivalently, there is a square-zero matrix
N such thatd + N is a sum of two square-zero matrices.

(1) By Lemma 4, we may assume that

aly, O 0 0O
Bigp Bi1 Bz O

A=
By Bo1 By O
B3p B31 Bz al,
and
aly, 0 0o o0
B B B 0
A+ N = 10 11 12 7
*  Bp1+M1 By O
* * B3y  al,

whereB11, B2 and M1 arem x m matrices andt; = ko = m. Let

B B 0O O
B=|"" "*| and M= ,

By B2 M1 O
which are 2» x 2m matrices. Sincel + N is a sum of two square-zero matrices, it
follows from [1, Theorem 2.11] that + N is similar to—(A + N) and therefore
o (B + M) = {—a}, which implies thatA + N is similar to

aly, 0
@®(B+M).
* aly,

Then, sinced + N and—(A + N) are similar, it follows thatB + M + «1)? = 0.
On the other hand, the invertibility &f + M — «I implies

ranKB11 — al, B12] = m =rank(A — o).
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Hence there are matricésandG such that

F[B1o, Bi1 — al, B12] = [B2o, B21, B22 —al]
and

G[Bio, Bi1—«al, Bi2]l =[B3zo, B31, Bszl,

and therefore we have
- 1

I 0 0 O] I 0 0 O al 0 0 0
0O I 0O A 0 I 0 O| |Biw Bii+Bi2F Bix O
O F I O O F I 0] | O 0 al O
0O G 0 I 0 G 01 0 0 0 ol

and

- -1
I O I 0| |Biu1+ B1oF B
F 1] (B+M)[F 1}_[ My ozI:|'

Since(B + M + «1)2 = 0, it follows that the matrixB12 is invertible and(B11 +
B1oF + 3al)B12 = 0, so thatBy1 + B1oF = —3al. Therefore we can conclude
thatA is similar to A" because-3a # a.

(2) The argument similar to the proof of (1) wikh = m andk, = m — 1 shows
that the characteristic polynomial & + M is p(L) = A(A + «)?"~1 and its mini-
mal polynomial is a divisor of.(A + «)2. ThusB + M — «I is invertible and as in
the proof of (1), we see th&tandB + M are similar to

«of 0 0 O

* C B O C B2
0 0 o o 2 [Ml oeIi|’
0 0 0 af

whereC € C"*™. We also have that rak + M + «1)%2 = 1. Hence rankC +
3al)B12 < 1 and, since the invertibility ofB + M — ol implies that of B1o,
dim kenC + 3al) > m — 1. This, together with the identity B = —(2m — 1)«,
shows that-2« is the eigenvalue df and dim ke¢C + 3«l) = m — 1(«a # 0). Thus
Ais similar toAg’”_l) @D A O

Lemmab5. LetA = B ® al,, where B is ann x m cyclic matrix andr < m — 2.
Then for anym + r scalarséy, ..., 8,4, with Z;":*l’ 8; = tr A, there is a square-
zero matrix N such that

(A4 N) = {81, ..., 0mir}.

Proof. The case of = 0 is shown in [1, Lemma 3.2], and éf ¢ o (B), thenB @
aly is cyclic. Thus, by considering & « I instead ofB in this case, we may as-
sume thatr € o (B). Let p(x) = []/L;(» — Bi) be the characteristic polynomial of
B, wherepg1 = «, and letP be an(m + r) x (m + r) invertible matrix whosgth
columnp; is
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J
[[B-sDx]@0 forj <m — 1,
i=1
pj=1*®0 for j = m,
j—m
H(B—ﬂil)x @ejm form+1<j<m+r,
i=1
wherex is a cyclic vector oB and{es, ez, . . ., e, } is a basis folC". Then we have
“1,p_ |A11 A1
Ptap = [ 0 alr+1} ,
where
_ﬁz 0 . ce 0]
1 g 0 :
A1l = 0 : c C(m—l)x(m—l)
. o
L 0 0 1 Bn
and
(1 B2 0 0 ]
0 1 3
A= |- - .. .. Bri1 c C(mfl)x(r+l)'
: . . . 3
0 1
0 0 |
Since the paifA11, A1p) is of full range, that is,
ranAip, A11412, ..., A'1"1_2A12] =m-1,

and rankA12 = r + 1, by [2, Theorem 1] there is a matri&such that

A A
([ )=t

Therefore, ifN is the square-zero matrix defined by
_ 0 0] 1
N =P [X O} P,
then we haver (A + N) = {81, ..., 8m+r}, Which proves the lemma. O
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Lemma6. LetA = B @ al,_», where B is ann x m cyclic matrix such thatr €
o(B),and letl < s < m — 1. Thenfor scalarsy andéy, ..., §2(n—1)—s such that
2(m—1)—s
sy + Z Si=trA and 68 #6 forl<i<2m-—1) —s,
i=1
there is a square-zero matrix N such thiat+ N is similar toC1 @ C2, whereC; €
C**S and Cy € CRm=D=5)x2m=1=5) are matrices such that

(C1—yD?=0 and o(C2) =1{51,...,82m—1)—s)-

Proof. The proof of Lemma 5 withr = m — 2 shows thatd 1, is invertible and so
Ais similar to

~ Ay 1

A= |: 0 al} ’
whereA; e C"~Y*m=Dis cyclic. SinceD = A1 + a1 is cyclic, for a cyclic vector
x of D, the matrixQ whosejth column is]_[{;ll(D —d;)x, whered; = 8; + 8y —1+i

forl<i<m-1-sandd; =6 +y form —s <i <m —1,isinvertible, and

d1 O c1 ]
1 d c2
0'po=1|o :
. Cm—2
B 0 1 dmfl_
for some scalarsy, c2, ..., c—2. Let
5. 0 _
1 &
G=0|0 ot
0 Sm—l_

andH = D — G. Then

o(G)=1{61,...,8,-1}) and H = [1‘1011 Z;ﬂ
whereH11 = diag(m, Sm+1. - - - S20n—1)—s),
0 0
Hip = : c (D(m—l—s)xs
0 0
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and
14 0 Cm—s
Hyp = Y : . c 555,
: . Cm—2
0o ... 0 y

Sincey + §; for all i, H is similar to diags,,., . . ., 2gn—1)—s)) ® Ho2, and(Hp2 —
y1)? = 0. We also have

1ot o[ G I
G—Ar I G-—A1 I|7|HG—aA1 H]

so that ifN is the square-zero matrix defined by

v_[ 1 o 0 off r o]*
“|6-4a1 I||eAi—HG Of|G-a1 1] -

thenA + N is similar to

(G 1

|0 H|’

But, sincey + §; for all i, the matrix
(G 1

0 H

is similar to
G J
|0 Hn

where

7= [Im—ol—s:| € Cm—Dx(m—1-s)

This proves the lemma. [

} @ Hpo,

Note that the proof of Lemma 6 shows that in Lemma 6,4 m — 2, the matrix
C1 can be also takento gy = y 1.

Proposition 3. Let A be am x n matrix withtr A = 0, and let m be the number of
its invariant polynomials of degre2 If u4 < (2n — m)/3,then A is a sum of three
square-zero matrices.

Proof. Let @ be a scalar such that dim K&r— o/) = 4, and let¢ andr be
the numbers of the invariant polynomials Afof degreeat least 3 and of degree 1,
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respectively. Using the rational form 8§ we may assume that = (EBQT B,-) &)

al,, where eachB; is a cyclic matrix witha € o (B;) whose size; is k; > 3 for

1<i<tandk;=2fort+1<i<{¢+m. (Indeed,Byy1 =" - = Br+n.) Note
that sincen = Zle ki +2m +randus = £+ m + r, the conditionus < (2n —

m)/3is equivalentto < Y'_; (2k; — 3). First suppose thatr < Y'_; (ki — 2),

which is equivalent tqus < n/2. Takel nonnegative integers, ..., r¢ such that
Zler,- =randr; <k; —2 for all i, and letA; = B; @ «l,, for 1 <i < ¢ and
A; = B; for £ + 1 <i < £+ m. ThenAis similar toA = @] A;. Lets; =tr A;

for 1 <i < ¢+ m and take a scalar such thatc > Y_‘77" |#;|. As in the proof of
[1, Proposition 3.3], we apply Lemma 5 to the matrices ..., Ay, to obtain
square-zero matrice¥y, . . ., Nyt such that

i—1 i
o(A; + N;) = C—Zl‘j,ztj—c, 0,...,0
=1 j=1

for 1 <i <€+ m. Then, since — Zj;ll tj ande.:1 t; — c are different nonzero
numbers, eacld; + N; is similar to

i—1 i
diag{c—> #;. > t;—¢. 0.....0],
=1 4

and so the matrid + N, whereN = @!17" N;, is similar to—(A + N). Hence

it follows from [1, Theorem 2.11] thatA + N is a sum of two square-zero
matrices. SinceV2 = 0, we can conclude thak is a sum of three square-zero
matrices.

Next suppose that > "'_; (k; — 2), and lets = r — 3°¢_; (k; — 2). ThenA is
similar to A = (EBfiT A)) @ alg, where A; = B; @ aly,—2 for 1<i <L +m.
Sincer < Y°f_; (2k; — 3) by assumption, G s < °'_,; (k; — 1), S0 we can take
integerss, ..., s (g < £)such than.q:1 si =sand 1< s; < k; — 1foreach. Let
ti=trA;+asforl<i<gandy =trA;forg+1<i<{¢+m,andletcbea
scalar withe > Y"!*"" |1;| 4 |a|. Then, for eacth, the numbers-a, ¢ — Z’/_:ll tj and
Z;zl tj — ¢ are nonzero and mutually different. Hence, foK% < ¢, by Lemma
6 there is a square-zero matik such thatd; + N; is similar toC; & D;, whereC;

is ans; x s; matrix with (C; + «7)% = 0 and
i—1 i
Dy =diag|c—Y ;.Y tj—c, 0,...,0] e CChDmsx@h=bs),
j=1 =1

Also, forg + 1 < i < £ + m, we have a square-zero matiik such thatd; + N; is
similar to
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i—1
c— th 0
j=1
i
0 th —C
Jj=1

(see [1] or Lemma 5). By [1, Theorem 2.1@&’{‘ D; is a sum of two square-zero
matrices, and since (C;) = {—«}, the matricesC; & (C; + 2ul;;), i =1,...,q,
are sums of two square-zero matrices too. Now, let

{+m q
N = (QB N,») ® (@(Ci + a1)> .
i=1 i=1
ThenN2 = 0 andA + N is similar to

C+m q

(@ D,») D (@(Ci @ (Ci + 2aI))> :
i=1 i=1

which is a sum of two square-zero matrices. Thus it follows gista sum of three

square-zero matrices.’]

D; =

Corollary 1. Let A be am x n matrix withtr A = 0. If uy <n/2+ 1,thenAisa
sum of three square-zero matrices.

Proof. Let ¢ andr be the numbers of the invariant polynomialsfbf degree at
least 3 and of degree 1, respectively. The conditign< n/2 + 1 is equivalent to

r < Zle(k,» — 2) 4+ 2, wherek, . . ., k; are the degrees of the invariant polynomi-
als ofAwith degree> 3. So, if¢ = 0, thenr < 2 and it follows from Lemma 2 tha

is a sum of three square-zero matrice4. # 0, then the inequality < Zle(k,- —

2) + 2 impliesr < Zle(Zk,» — 3), so the assertion follows from Proposition 3.

Corollary 2. Let A be ann x n matrix with tr A = 0 and suppose thatiy =

dim kenA — «al) for somex # 0.

(1) Whemn = 6, Ais a sum of three square-zero matrices if and onlyf< 4.

(2) Whenn = 7, A'is a sum of three square-zero matrices if and onl§)ifr4 < 4
or (i) ua = 5and A is similar to(—3al1) © (—2al1) ® als.

(3) Whenn = 8, A is a sum of three square-zero matrices if and only)ifcq <5
or (i) ua = 6and Ais similar to(—3al2) ® als.

Proof. The “only if” parts of (1)—(3) follow from [1, Theorem 3.1] and Proposition
2. On the other hand, the “if” parts follow from [1, Corollary 3.4] and Corollary
1. O
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