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Abstract. Recent technology advances have made multimedia on-demand services feasible. One of the chal-
lenges is to provide fault-tolerant capability at system level for a practical video-on-demand system. The main
concern on providing fault recovery is to minimize the consumption of system resources on the surviving servers
in the event of server failure. In order to reduce the overhead on recovery, we present three schemes for recovering
faulty playbacks through channel merging and sharing techniques on the surviving servers. Furthermore, to evenly
distribute the recovery load among the surviving servers, we propose a balanced dispatch policy that ensures load
balancing in both the normal server conditions and the presence of a server failure.
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1. Introduction

Video-on-demand (VOD) applications have recently received much attention from the
telecommunications, entertainment and computer industries [3-5]. However, to provide
VOD service demands high computing power and network bandwidth. Thus in this paper
we propose an architecture which clusters a set of video servers for providing VOD services,
as shown in figure 1. The VOD system consists dispatch servera video archiveand
multiple cooperativerideo serverswhich are connected by a high-speed circuit. The client
requests/receives video data through the set-top-box. Each video server equips with a disk
array which caches the most recent videos requested by the clientgidBoearchiveis

the repository of all videos. Viewer requests are first transmitted to the dispatch server via
access networks and then dispatched to appropriate video servers for obtaining playback
services. The video server retrieves the desired video either from its disk array or from the
archive server.

The design of clustering a set of video servers is to provide fault-tolerant capability.
For commercial VOD applications, fault tolerance is one of the most important issues.
The common approach to providing fault tolerance uses redundancy, that is, organizing the
redundant components as eitlaetive replicationor primary backup unit$l, 2, 7, 9, 10,

13]. Inthe primary backup scheme, the backup server isidle in the normal state and becomes
active when the primary server fails. The drawback of this scheme is low utilization of the
backup server. As for the active replication scheme, all servers work in parallel. When
one of the servers fails, the workload on the failed server are transferred to the surviving
servers. However, the workload transferred will overload some of the surviving servers if the
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Figure 1 The architecture of a clustereeserver video system.

workload are not evenly distributed. Thus, to provide an effective fault-tolerant methodology
under the consideration of minimizing the recovery overhead is the key focus of this paper.
To cope with these problems, we propose three recovery schemes which reduces the recovery
overhead while recovering the failed playbacks in the surviving video server.

To maintain workload and recovery load balancing among the video servers is the next
key issue. T.D.C. Little and D. Venkatesh describe a probabilistic placement method that
distributes videos to multiple disks [11]. Y. Wang et al. present some heuristic algorithms
to place video files over the storage systems [15]. The IVSDNA prototype primarily de-
scribes network design methodologies for a scalable, fault-tolerant interactive video system
[16]. All these papers use different methodology to distribute the workload to different
system components. In this paper, we focus on design of the dispatch policy to control the
distribution of video playbacks to meet both the balance and reliability requirements.

We will also discuss how to dispatch the viewers’ playback requests such that the workload
and recovery load are evenly distributed among the servers under normal condition as well
as stress conditions (server failure or disk-array failure). In Section 2, we will present three
recovery schemes, which are classified by the consumption of system resources, and a
selection algorithm which instructs the surviving server to perform recovery by allocating
the fewer system resources. Section 3 will present a dispatch policy to achieve even workload
among the video servers under normal conditions, and even recovery load distribution in
the presence of server failure. In Section 4, simulations are conducted to demonstrate the
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effectiveness of the proposed schemes and policies. Section 5 concludes this paper and
gives the future work.

2. Playback recovery

In this section three distributed playback-recovery schemes are presented, which are de-
signed for the playback systems with clustered video servers. Accordingly, we propose a

recovery selection algorithm for determining the best recovery scheme which exhausts the

fewer resources in the surviving servers.

2.1. Notation and definitions

For clarity, we give some notations and definitionschfannelis defined as a set of system
resources for providing a video playback, includingedwork streanto transfer video data

to viewers, adisk 1/O streanto read video data from the storage to system buffers, and
intermediatebuffersfor caching video data between the network stream and the disk 1/0
stream. We assume that a video object is composed of a sefrasnafs and an I/O stream
reads the frames from the storage to the buffers before delivering them to the viewers. Let
Pw denote the total number of frames in a video object. The current frame position read by
an I/O stream of a chann€lis denoted byP.(C), of which the value ranges from 0 fy.

The network equipment allows the various viewers to share a channel for watching the
same video. This capability is calledulticasting[2, 6, 16]. Based on the multicasting
mechanism, we can dynamically alter the progress speed of playbacks to enable different
channels being merged or shared to improve resource utilization [8]. The playback speeds of
a channel are classified &gin, Suax andSvorwvaL - Videos are usually played &orwvaL
speed, which is about 30 frames per secdhflx is 5% faster tharfyormaL and Sy is
5% slower tharSyormaL (There is an ample evidence indicating that effective display rates
within £5% of SyormaL are not perceivable by viewers [8]). Leggip time GC,, Cy) be the
distance in terms of frames between two /O stre@nandC,. The channel in the failed
server is specially callefdiled channeldenoted byCr.

2.2. Recovery schemes

Due to hardware limitation, the number of the channels a video server can support is
limited. Therefore, a recovery scheme should consume as few channels during recovery as
possible. Once all channels have been consumed for recovery, the server will not be able
to provide additional playbacks for viewers during the recovery period. Thus we propose
three recovery schemes which have different system resource requirements for recovery.
In the system normal condition, the clustered video servers exchange and monitor the
active/failure events through the internal high-speed channel. When detecting the failure
of one of the video servers, the following recovery schemes are adopted by the surviving
servers to recover the failed playbacks.
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2.2.1. Recovery by allocation (RBA) schemeThis scheme is the most general method.

It allocates new channels, called tieeovery channejon the surviving servers and uses
these channels to replace the failed channels in the failed video server. The recovery channel
re-reads the same video object from the frame which the failed channel was reading, and
then delivers it to the original viewers. Thus all viewers originally served by the failed
channel can continue watching their video from the interrupted frame onward. This scheme
achieves a fast response to server failures but requires new channel resource to perform
playback recovery.

2.2.2. Recovery by merging (RBM) schemélhis scheme progressively merges channels
that are serving the same video object. As in the RBA scheme, a recovery clanisel
allocated to recover from the failed playbacks. Moreover, if a cha@gellocated on the

same server aSg, plays the same object & but was activated afteCr, Cy andCgr

can be progressively merged by altering their playback speedsGgpto Syn andCy to

Suax, as shown in figure 2(a). After merging, the playback rate is readjust8¢btgnar ,

and a channel can be released because the viewers ser@gdibgCy, now share a single
channel through multicasting. The purpose of the merging process is to reduce the holding
time of the allocated chann€@lg. The merging position of these two channels in terms of
frames, denoted b, (Cg, Cn), is derived by Eq. (1), which states that the I/O streams of
Cr andCy will meet at frameP,,,. The feasibility of the merging process is evaluated in
Eqg. (2) under the constraint that the merging process must be completed before the playback
is over.

(Pm(Cr, Cm) — P(CR))/Suin = (Pm(Cr, Cm) — Pc(Cm))/Suax - 1)
Pn(Cgr,Cm) < Pum 2

IA

The difference between RBM and RBA is the reduced holding time for the recovery channel.
To minimize the channel holding time, it is important to select the right server to allocate
the recovery channel. The selection criteria is that the server chosen must have a channel
Cwm which was activated afteL¢ and has a minimal gap time witbg, (i.e., G(Cg, Cv)

is minimal). In the next section, we present a dispatch policy which enables the server to
select a failed playback to perform recovery.
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Figure 2 (a) The recovery by merging scheme; (b) The recovery by sharing scheme.
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2.2.3. Recovery by sharing (RBS) schemd.his scheme directly uses an existing channel

to provide playback for the failed channel. If the viewers can accept a period of repetition
prior to continuation of the interrupted video, the playback may be directly recovered by

a channelCs currently running after frame positioR.(Cg ), which satisfies the condition
G(Cg, Cs) < Tg, wWhereTg is the maximal replay length that viewers can tolerate, as
shown in figure 2(b). The advantage of this scheme is that it does not require resources
on the recovery server because the recovery uses an existing playback channel to perform
recovery. However, in the scheme, viewers incur replay®efCr) — P.(Cs))/ SnormaL
seconds. The selection 6k also has a significant effect on the replay length. Therefore, a
surviving server with a chann€ls that has a minimals (Cg, Cg) is preferred.

2.3. Recovery scheme selection

The RBS scheme uses fewer resources while performing recovery, but it requires the ex-
istence of a channel playing the same object withinTheThe RBM scheme allocates a
temporary channel to provide playback, but releases it after playback is merged with another
existing channel. Compared with RBS and RBM, RBA is more interactive because the re-
covery does not require an existing playback. However, RBA consumes a channel until the
playback is complete and thus incurs the most overhead on the server. Considering the min-
imization of the recovery overhead, the RBS scheme is the best preferable while selecting,
followed by the RBM scheme, and then the RBA schem&ekovery-Scheme-Selection
algorithm is presented in short below which is based on these selection principles.

Algorithm. Recovery-Scheme-Selection Algorithm
Input: Cr =the failed playback.
Tr =the replay length that viewers can tolerate.
Begin
if 3 Cssuch thatP.(Cs) < P.(Cg) andG(Cs, Cr) is the smallest onthen

{
if G(Cs, Cr) < Trthen

RBS is applied.
else if afree channel is availabthen
{
if RBM is feasible (i.e., Egs. (1) and (2) holdien
RBM is applied.
else
RBA is applied.
}
else
{
unable to perform recovery.
}
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else if a free channel is availabtben

{
RBA is applied.
}
else
{
unable to perform recovery.
}
End

When the server has not enough resources to provide recovery, the server signals the viewers
a failure on server and asks the viewers to re-subscribe the video again.

As the event of a server failure is detected, the surviving servers run this algorithm to
select an appropriate scheme for each failed channel. However, in a distributed environment
a decision problem arises: determining the server with the channel nearest the failed one is
difficult. This problem may be solved by dispatching playback requests in a pre-determined
sequences. This enables us to determine where the nearest channel locates. In the next
section, we propose a dispatch policy that pre-determine the dispatch sequence of each video
to the video servers and thus the policy achieves workload and recovery load balancing.

3. Balancing workload and recovery load

Viewer requests for obtaining playbacks are dispatched by the dispatch server to video
servers. The dispatch server plays an important role to control the workload balancing
among the video servers. In this section, we propose a special dispatch sequence for the
dispatch server, thus workload balancing are achieved under the normal state and the failure
of a server.

3.1. Playback request dispatch

A server’s load can be characterized by the number of the active channels it has at any
given time. The number of active channels is determined by the number of playback re-
quests dispatched to that server. Thus, the dispatch policy used by the dispatch server will
determine the degree of workload balance among video servers. The common dispatch
policy balances load with @und-robin dispatch policyFor ann-server video system, the
round-robin dispatch policy sequentially dispatches incoming requests to video servers to
order playbacks. If the video server to which a request has been dispatched runs out of
free channels, the request is queued in the dispatch server until a channel on that video
server becomes available, even though other video servers may have free channels. Thus,
the numbers of channels in use by all video servers will be the same. If in the meantime
another request arrives also asking for the same object as the pending request, these two
requests will be serviced together by dispatching both to a common channel later (through
multicasting). The example in figure 3(a) shows requests being dispatched to four servers
in this round-robin manner. These servers in turn allocate channels to provide playbacks.
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Figure 3 (a) The round-robin dispatch policy; (b) The balanced dispatch policy.

This figure shows the time each channel is created. Consequently, the playback workload
is evenly distributed among all servers.

Unfortunately, the round-robin dispatch policy leads to unbalanced load distributions
when the recovery schemes are used to recover from a server failure. According to the
recovery schemes, the channels nearest the failed channels are chosen to perform playback
recovery in order to reduce the holding time or replay length. With the round-robin dis-
patch policy, the nearest channels are all located on the same server. As the example in
figure 3(a) shows, if server 2 fails, the channels in server 3 are the nearest ones to the failed
channels. That is, if server 3's channels are used to recover from the server 2's interrupted
playbacks, the recovery overhead, including the holding time of the temporary channels
(for the RBM scheme) and the amounts of video replays to viewers (for the RBS scheme),
will be minimized. However, it also leads to unbalanced distribution of the recovery load.
Therefore, although the round-robin dispatch policy can balance workload distribution, it
unfairly distributes recovery load to some dedicated server (if sefads, all the recovery
load fall on server + 1).

3.2. The proposed balanced dispatch policy

In order to avoid unbalanced recovery-load distributions, we propose a policy, called the
balanced dispatch poligyhich uses a specially designed sequence to control the dispatch
of a viewer’s request to one of the video servers. The special sequence are called the
Balanced n-Cyclic codéBnC code). The BnC code is a cyclic sequence of the format
{G1, Gy, ..., Gh_1}, where each segmef®; is composed oh distinct numbers from 1
to n, and a cycle has x (n — 1) numbers in total. This code guarantees an important
property: for any two continuous numbers in any two segments@e= (...€€41...)
andG, = (...ejej;1...), if & = gj, thene 1 # €41, where 1< |,k < n—1andl # k.
We have given a formal definition of the BnC code and proved that finding a BnC code for a
givenn is an NP-complete problem [14]. In Appendix A.1 we present an efficient heuristic
algorithm to generate BnC codes for a large

An example ofthe B4C code {4, 3,2,4,1, 2, 3,4, 3,1, 4} 2whichis used as a sequence
to control playback dispatch, whe@, = 1,3,2,4,G, = 1,2,3,4andGs = 3,1, 4, 2.
That is, requests are dispatched to servers according to the server order: 1, 3, 2,4, 1, 2, 3,
4, 3,1, 4, 2, and loops to the beginning, as shown in figure 3(b). Thus, according to this
dispatch sequence, channels are evenly allocated among servers. Furthermore, in the event
of a failure, no matter which server fails, the recovery load can be also fairly distributed to
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the surviving servers by BnC inherent property. For example, assuming server 2 fails, the
playbacks orCs, Cg andC;, are recovered b§,, C; andC, 3 (the nearest channels) which

are located respectively at servers 4, 3 and 1 when the RBM or RBS scheme is applied.
If these two schemes cannot be applied due to condition mismatches, the RBA scheme
is performed instead also by servers 4, 3 and 1. In this way, the balanced dispatch policy
can effectively balance workload and recovery load among video servers in both normal

conditions and fault recovery.

3.3. The recovery load balancing for multiple videos

Single-video balancing involves channels playing the same video object on various video
servers. When a server fails, the surviving servers can easily determine which failed channels
it should recover for through the information of the pre-determined dispatch sequence, and
these servers adopt a lower cost recovery scheme according to the Recovery-Scheme-
Selection algorithm described in Section 2.3.

To support playing multiple videos simultaneously is also dealt with the same manner.
We assign the same BnC code to each video as its dispatch sequence. According to the
characteristics of the BnC code, channels for playing the same video object will be in
balancing states with the point of long-term view. However, because of the usage of the
same BnC code, a short-term unbalance of the system workload will occur at the beginning
of the system startup. In order to eliminate the initial unbalanced situation, we present
a shifted dispatch sequence as follows to balance both workload and recovery load for
the case of supporting multiple video objects. Assume that a video systermwitteos
supported, thesm video objects are sorted according to their popularity (as determined
by request arrival rates) [12] in the first. Each video is assigned the same BnC code as
its dispatch sequence, but each sequence has a different starting position. The starting
position of the objeck’s dispatch sequence is shifted rightibpumbers from the starting
position of objeck — 1. Similarly, for the round-robin dispatch policy, the starting position
of the objeck’s dispatch sequence is shifted right by one number from the starting position
of objectk — 1. Table 1 lists thehifted dispatch sequendes both policies. For the dispatch
sequence without the shift is called then-shifted dispatch sequenas compared with
the shifted dispatch sequence. In the simulation of Section 4, we compare the effects of the
shift and non-shift dispatch sequences.

Table 1 The shifted dispatch sequencesiforvideo objects.

The balanced dispatch policy The round-robin dispatch policy
Video 1 {G1,Go, ..., Gn-1, Gn-1} {1,2,...,n=1,n}
Video 2 {Gz, Gs, ..., Gn_1, G]_} {2, 3,...,n, l}
Videom {Gk, Gk+1s -+ -» Gp-1,G1, ..., Gk-1} {k,k+1,..., ni..., k —1}

wherek=m modn wherek =m modn
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4. Performance evaluation

Two sets of simulations are conducted in this section. The first one concerns with the effects
of various recovery schemes. The second one simulates the variation of the balance degree
of the workload and recovery load among video servers over the course of a week.

4.1. Simulation model and parameters

In our simulation, the number of video objects, is set to twenty. The movie length is
fixed at 1.5 h. In the normal condition, the video playback sf&egvaL is 30 frames per
second (fps). While applying merging operati&yn andSyax are adjusted to 28 and 32

fps respectively. The arrival distribution of viewer requests coming to the dispatch server
is aPoissonprocess characterized by threean inter-arrival timgMIAT). The probability

of an arrival request for a specific object is determined by the objactess frequency

The access frequencies of all the video objects in our simulation are characterized by a
Zipf’s distribution with the parameter 0.1386 (IZgf distribution, if the objects are sorted
according to the access frequency, then the access frequency fidh thigject is given

by fi = ¢/i(1=?, whered is the parameter for the distribution ands the normalization
constant [10, 17]. The assignment of 0.138® tinplies that 80% of the viewers ask for
20% of the objects, and the remaining 20% of the requests are for 80% of the objects.
This phenomena is called the 80-20 rule. This rule makes the design of a video system
more realistic by exploring the different popularity between popular videos and unpopular
videos).

Requests for objects are thus dispatched to the proper video servers by the dispatch server
according to each object’s dispatch sequence, and the access frequency determines which
video object the dispatched request asks for. In our simulation, if we do not apparently
indicate the number of video servers involved in the simulation, the video system was
assumed to be consisted of six video servers. Each object was assigned a shifted B6C
code as its dispatch sequence for the balanced dispatch policy (the B6C code is listed in
Appendix A.2). As for the round-robin dispatch policy, each object’s dispatch sequence
was determined according to the sequence listed at the right side of Table 1.

4.2. Comparison of various recovery schemes

Inthe first set of simulations, the dispatch server uses the balanced dispatch policy to dispatch
each request. When a server failed, each video server invokes the Recovery- Scheme-
Selection algorithm to pick suitable recovery schemes for the failed playbacks. MIAT
herein is set to 60 s aritk 5 min. The period of a server failure sampled in this simulation

is set to an hour during the course of a week. That is, at every hour, assume a server fails
and the percentage of the recovery schemes used by the surviving servers is counted. This
value of the percentage is denotedesoverability Themean recoverabilitys calculated

by averaging all the recoverability sampled for every hour during the course of a week.
This value reflects the feasibility of each proposed recovery scheme. Table 2 shows the
respective mean recoverability for different combination of the server nunibefr¢m
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Table 2 The effects of the recovery schenfes.

ForN = 4 andD values of: FoMN = 5 andD values of: FomN = 6 andD values of:

1 2 3 4 1 2 3 4 5 1 2 3 4 5 6

RBS 35.0 32.6 353 35.0 33.7 34.8 33.8 36.2 344 349 332 357 343 354 337
RBM 20.0 20.6 19.9 20.8 20.3 21.0 21.2 189 20.3 20.2 21.0 199 21.2 19.8 20.3
RBA 45.0 46.8 44.7 44.1 46.0 44.1 45.1 449 453 449 457 444 444 448 46.0

For N = 7 andD values of: FoMN = 8 andD values of:

1 2 3 4 5 6 7 1 2 3 4 5 6 7 8

RBS 347 347 354 36.6 344 343 328 354 337 352 354 341 343 339 352
RBM 214 199 205 190 204 213 202 202 21.0 186 21.0 220 203 210 19.1
RBA 439 454 441 444 452 445 470 443 453 46.2 43.6 439 454 451 456

aValue given indicate percentage recovery.

4 to 8 under assuming a failed serv&)( For example, consider the caseMf= 4 and

D = 1. With the balanced dispatch policy, when server 1 in a four-server system fails,
the simulation shows that 35% of the failed channels will gain playbacks immediately
by the RBS scheme; 20% of the failed channels also gain recovery immediately by the
RBM scheme, which use much more system resource than RBS; only the remaining 45%
of the failed channels are recovered by the RBA scheme. Through the simulation, it is
observed that no matter how many servers are involved, in average, the RBS and RBM
schemes save almost 55% of the free channels compared with those while using the RBA
scheme alone.

The next simulation explored the relationship between the mean inter-arrival time (MIAT)
as well asTg (replay length the viewer can tolerate) and the mean recoverability of each
recovery scheme. The mean recoverability represents how many percentage of the total
failed channels can be recovered by a recovery scheme described in previous paragraph. By
fixing the mean inter-arrival time at a 60 s interval, figure 4(a) shows the mean recoverability

> 100% ‘|+F(BS —A—RBM —I—RBAI T —| —e—RBS —l—RBM —A—RBAI
% 80% % 80% /k/ﬁ’/‘
S co% —" S 60% a—2
> >
g S N
O 40% g \l\. O 0%
§ 20% § 20%
£ Tr £ MIAT
0% * * (min.) 0% : : * * * (min.)
5 10 15 20 30 60 90 120 150 180 210 240
(a) (b)

Figure 4 (a) The effect ofTr; (b) The effect of MIAT.
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of the three recovery schemesBsincreases. Note that the mean recoverability of RBS
increases afg increases. This means that if viewers can tolerate longer video replays, more
failed playbacks (35 vs. 75% of failed channels for 5 vs. 20 min replay duration) can be
recovered by the RBS scheme, saving more free channels while performing recovery. The
remaining playbacks are recovered with RBM and RBA respectively.

Figure 4(b) shows the mean recoverability as the number of requests coming to the system
is reduced. Her&g was held at 5 min. This figure shows the mean recoverability of the RBS
and RBM schemes decreases as MIAT increases, but that of the RBA scheme increases. This
means that an increase of mean inter-arrival time lengthens the time gap between channels
playing the same object. Thus RBS or RBA is inappropriate for use and the probability of
using RBA increases. Thus, if the requests arrived at the system concentrate on a period
of a day, this behavior would result in a shorter MIAT and makes more RBS recovery.
The “skew” property has been proved to be the practical behavior of the video-on-demand
system [2, 10]. The peak of the coming requests locates on a period between 7:00 and
10:00 PM after a hard working day, for example.

4.3. Effects of dispatch policies

The second set of simulations monitored the balance degree of the workload and recovery
load among video servers. A criteriddy_(t) is defined as the standard variation of the
number of the active channels among the videos servers at tiherger By, indicates

more unbalanced workload distribution among servers.

N .
Lﬂw'(t),lgi < N.

. whereW(t) = N

BwL (1) =

\/ SN (W () — W(D))?2
N

W (t) denotes the number of active channels in servar timet. W(t) is the mean of

Wi (t) for 1 <i < N at timet. Figures 5 and 6 show thBy, for workload transitions
over the course of a week fo = 6. Each point on the line represerg, at timet

for a specific policy. The reason why we plotted all simulation traces during a week is to
illustrate the variation 0By, . These figures show that the balanced dispatch policy (BL)
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Figure 5 The transitions of th®,_ for the non-shifted dispatch sequence.
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Figure 6 The transitions of th®yy_ for the shifted dispatch sequence.

and the round-robin dispatch policy (RR) using the shifted and non-shifted sequences have
similar effects and makBy, have the same value around 2. This simulation demonstrates
that both dispatch policies almost have the same power to balance the workload among the
video servers. The improvement is that at the beginning of the lines in these figures we can
observed that the shifted dispatch sequence mBkgsnore stable around the value 2 than
the non-shifted ones which has a peak value 6 at the beginning. These results stressed that
the workload of a multiple-server video system can be balanced by using the shift dispatch
sequence.

The balancing states of the recovery load is the next case to be simulated. A criterion
B4, is used to evaluate the balance degree of the recovery load distribution when assuming
the serverj fails.

) N I\ _ Bi 2 N pi
BL (D) = Yia (R (tN) R®) ., whereRJ(t) = w,lgi < N,i#].
R! (t) denotes the number of channels which serveas to recover for after servgfails at

timet, no matter which recovery scheme is applied. Thus, the summatilaih igfthe total
number of channels in servgthat need recovery, wherez j. Bg{L represents the standard
variation of R!, where 1< i < N andi # j. Figures 7-10 show thBé,_ transitions

in recovery-load distributions for shifted and non-shifted dispatch sequences using the
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Figure 7. The transitions of thBFju_ for the non-shifted round-robin dispatch policy.
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Figure 10 The transitions of thséL for the shifted balanced dispatch policy.

round-robin and balanced dispatch policies, respectively. The reason why we plotted all the
diagrams with the samescale is to make a clear comparison between the results of different
simulations. Each point on linprepresents 8%, when servej fails at that time instant.
Figures show that the value BQL of the balanced dispatch policy is obviously smaller than

that of the round-robin dispatch policy in general. This means that the balanced dispatch
policy distributes recovery load more evenly among surviving servers than the round-robin
dispatch policy does. Furthermore, figures 10 and 8 show that the vaIB,QLdjy using

the shifted dispatch sequence has the lower value than that by the non-shifted sequence for
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the balanced dispatch policy. This means that the shifted balanced dispatch policy assures
the balanced recovery-load distribution even during the server startup periods. According to
the two sets of simulations above, we can conclude that the shifted balanced dispatch policy
balances workload and recovery load, but the round-robin dispatch policy only balances
workload.

5. Conclusion

In this paper, three playback recovery schemes are proposed to recover from video server
failures in a clustered multiple-server video system. The RBA scheme always allocates a
new channel while performing recovery. However, the RBM and RBS schemes significantly
reduce the recovery overhead imposed on surviving servers. We have also presented two
dispatch policies, the round-robin dispatch policy and the balanced dispatch policy, to
control the workload and recovery load distributed to the video servers. The simulation
results show that the proposed balanced dispatch policy effectively balances workload
among the video servers not only under normal system conditions, but also in recovery
process after server failures.

The balanced dispatch policy can evenly distribute the workload and recovery load among
the servers. However, the configuration after tolerating a server failure can no longer provide
balanced recovery load distribution when a second server failure occurs. In the near future,
we hope to design a special dispatch policy which makes the recovery load distribution near
balanced while recovering the second or more server failures.

Appendix A
A.1. An efficient heuristic method for finding a BnC code

Since we have proved that finding a BnC code is an NP-complete problem [14], in this
appendix we give a®@((n — 1)!) time complexity heuristic algorithm, tiénd-BnC-code
algorithm, which can efficiently generate a BnC code from(aB 1)C code. The idea be-
hind of this algorithm is to insert the numhemto some special positions in thém— 1)C

code to form a BnC code.

Algorithm. Find-BnC Code
Input: a B(nh — 1)C code.
Output: a BnC code.
Begin

Step 1.Represent the input B(— 1)C code as a series of connected afes, &),
(&2, ), ..., (EBn-1x(n-2), €1), inwhiche is theith number in the B{— 1)C code.

Step 2.Partition the arcs in Step 1 into- 1 groups in which each groug consists of
arcs from(en—_1)xi-1+1, €n-1xi-1+2) 10 (En-1xi, En-1xi+1), Where 1<i <
n-—2.

Step 3.Select one arcsvi, wi) from every R such that ally; are distinct, where
l<i<n-2
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Step 4.Step 3 produces totah(— 1)! combinations. For each combination, two arcs
(n, wy) and(vy, N) are generated, whered vy, wy < N — 1, v # wy, vx ¢ {v; |
l1<i<n-—2andwy ¢ {wj | 1 <i < n— 2}. Then check these arcs to see
whether they form a Hamilton cycle. If yes, go to Step 5. Otherwise, go to Step 3
and try the next combination. When all the combinations have been tested and no
Hamilton cycle is found, it means that the algorithm cannot find a BnC code from
the input B6 — 1)C code.

Step 5.Extend the B — 1)C code into a BnC code by

a. inserting numbem at the place located at between and w; in the
B(n — 1)C code, wheréuv;, w;) is the arcs selected in Step 3 andl
i <n-2.

b. concatenating the formed Hamilton cycle (Step 4) to the tail of the-BL)
C code to form a BnC code.

End

Here we use the terminology from graph theory. Bne(v, w) is a directed edge from
the vertexv to the vertexw. A Hamilton cycleis a path that passes through every vertex
exactly once and returns to the start vertex.

An example is given to illustrate the algoritifind a BnC codeAssume that we have a
B5Ccode{1,2,3,4,5,2,4,1,3,5,3,1,4,2,5,4, 3, 2,1 Fartition it into four arc groups,
R (1,2),(2,3),(3,4),(4,5), (5, 2R (2,4), (4,1), (1, 3),(3,5), (5, 3R: (3, 1), (1, 4),
4, 2),(2,5), (5, 4)R2: 4,3),(3,2),(2,1),(1,5), (5, 1). By exploring the computations in
Step 3 and Step 4, we find that arcs (3, 4), (1, 3), (4, 2) and (5, 1) (respectively selected from
groupsR?, RS, RS andR3) as well as two other generated arcs (6, 5) and (2, 6) can form a
Hamilton cycle{1, 3, 4, 2, 6, 5. We then insert number 6 into the B5C code at the positions
between 3and 4, 1 and 3, 4 and 2, and 5 and 1, then concatenate the formed Hamilton cycle
{1, 3, 4, 2, 6, Hto the tail of the B5C code. The B6C code thus obtaindd ., 3, 6, 4, 5,
2,4,1,6,3,5,3,1,4,6,2,5,4,3,2,1,5,6,1,3,4,2}6,5

Step 5a extends the B 1)C code by removing ar@;i, wi) and inserting arcév;, n)
and (n, wj). Because the inserted aies, n) and (n, w;) are disjoint for all 1< i <
n — 2, and the removed ar¢s, w;) are also disjoint from the inserted B{ 1)C code,
so that the code formed by Step 5b is a BnC code. In Step 4, the worst case of finding a
successful combination needs{1)! iterations, so the complexity for finding a BnC code is
O((n — 1)1). However, the heuristic algorithm may fail to find a BnC code from some
B(n — 1)C code. In this case, we can generate anothigr-B1)C code as a seed to repeat
the same procedure, and then the BnC code may be found. We have developed a program
that uses the above B5C code as a seed to find other BnC codes. Our experiments showed
that our heuristic approach can find a BnC code much faster than the exhausting search.
Table 3 shows the time needed for searching a BnC code by comparing the exhausting
search with thé=ind-BnC-codealgorithm running on an Intel Pentium-90 machine with
32MB RAM. Our simulation also shows that the exhausting search method indeed takes
much time for a large. The Appendix A.2 lists some BnC codes fram= 2ton = 12
(limited by the space), generated by f#iad-BnC-codealgorithm.
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Table 3 Results of the comparison.

The Find-BnC-Code algorithm

The exhausting search
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