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Joint Synchronization in Eureka 147 DAB System
Based on Abrupt Phase Change Detection

Yung-Liang HuangMember, IEEE,Chorng-Ren Sheustudent Member, IEEENd Chia-Chi Huang

Abstract—We present a joint symbol, frame, and carrier DAB and DVB systems are broadband wireless broadcasting
synchronization method for the Eureka 147 DAB signal in this systems, and the DAB system can also provide various data
paper. Symbol timing is determined first by detecting an abrupt  geryices, OFDM is also an attractive candidate for indoor

change in the phase angle of the complex product between the . L.
last quarter of a useful symbol and its cyclic extension in the Proadband wireless data transmission. HIPERLAN/2 [8], for

guard interval. The detection of this abrupt change is based €xample, is contemplating the use of OFDM.

on the maximal likelihood (ML) principle. Frequency offset of In these systems, both carrier synchronization and symbol
fractional carrier spacing is estimated from the phase angle timing synchronization are difficult receiver design problems.
of the autocorrelation after symbol timing is estimated. Coarse Many synchronization methods have been proposed for OFDM

frame synchronization and null symbol detection can also be t H th v eith ; 2l bi
achieved through this correlation information. Frequency offset Systems. However, they usually either require a special pi-

of integral carrier spacing is determined from the convolution ot tone structure or solve only part of the synchronization
outputs between a received phase reference symbol and severaproblems [9]-[14]. A complete synchronization system using
locally generated but frequency-shifted phase reference symbols. 3 DSP approach has been proposed by some authors [15],
We found the length of a guard interval is the most important [16]. Here, we propose a synchronization method that jointly

parameter for the synchronization algorithm to work. Simulation letes f . d bol hronizai di
results show that the performance of this synchronization method completes frame, carrier, and Ssymbol synchronization and 1S

approaches to the ideal synchronization case in both an additive applicable to any OFDM transmission with a cyclicly extended
white Gaussian noise (AWGN) channel and a two-path Rayleigh guard interval. The synchronization method is suitable for an

fading channel. application specific integrated circuit (ASIC) implementation
Index Terms— Abrupt phase change detection, autocorrela- due to its all digital nature [17].
tion, digital audio broadcasting (DAB), frame synchronization, In Section Il, we first discuss the impacts on OFDM

frequency offset estimation, guard interval, joint synchroniza- system performance from synchronization defects, including
tion, orthogonal frequency division multiplexing (OFDM), symbol - frequency offset and symbol timing offset. In Section Iil,
tlmlng estimation. . . .
we present our synchronization method in terms of block
diagrams and describe some detailed signal processing pro-
cedures. The performance of our synchronization method is
YNCHRONIZATIONS at different levels are importantevaluated by computer simulation, and the results are presented
n a digital communication system. Demodulation of & Section IV. Finally, we give a brief conclusion in Section V.
received signal usually requires the knowledge of carrier
phase, carrier frequency offset (due to oscillator instability or Il. SYSTEM IMPACTS FROM SYNCHRONIZATION DEFECTS
Doppler shift), symbol timing, and frame timing.
Orthogonal frequency division multiplexing (OFDM) transA. Impacts from Frequency Offset
mission was proposed about three decades ago [1]-[3]. Due t)\ gyreka 147 OFDM symbol consists d¥ sinusoidal
the advance in integrated circuits, 'Fhe fa_st Fourier transforgl riers with frequency spacing/Z, (Z,: useful symbol
(FFT) chip replaces the array of sinusoidal modulators apgdyiog), and each carrier is differential quatenary phase shift
coherent demodulators required in the original mult|carr|€f<rey (DQPSK) modulated on a symbol-by-symbol basis. Al-
OFDM system and makes its implementation more feasiblenough the spectra of the modulated carriers overlap, they
In order to alleviate the effect of multipath fading, OFDMyre orthogonal, i.e., without intercarrier interference (ICI).
was adopted by several digital broadcasting systems, such\@gertheless, a carrier frequency offset between a transmitter

the European digital audio broadcasting (DAB) system [4], [3]nq receiver easily destroys the orthogonality, introduces ICI,
and the digital video broadcasting (DVB) system [6], [7]. Bothng causes errors in the detection of an OFDM signal.
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since copy
1 T T T
Nfscs = (2)

TT.
Y Y
where 7 is the sampling periodV is the number of FFT U U U

samples per symboll{, = NT,), K is the number of active

channelsz; is the complex data symbol modulating thth |
active channel, and..; is the subcarrier spacing. We note that Ty | Ty
N is larger thank, and it is typically chosen as a power of
two. T

Following the same notation as in [18], we define sym

> Fig. 1. Cyclic extension of an OFDM symbdLsym: symbol period.T:
Zi = Z 2kt N (3) useful symbol periodT,: guard period.
rT=—00

and That is, the entire spectrum of an OFDM signal is cyclicly

shifted, and there is no ICI.

L 0sksN-1 Now, we consider the case in whiéhs a real number with

R[k] = {

0, otherwise. absolute value less than one. Since
N-1
Wi . 2nl(k+6)—In
ith this definition we have from (1) 3 exp{j [( N) ] }
1 = 2rkn =0 .
ra= Y0 Ey [k e {j " } @)  sin{n(k+8) 1)

k=0

- m{?f[(/fJ;j)—l]}

With a frequency offsetA f and ignoring noise, the received

complex envelope will be - exp {j m{(k +6) ]:TZ](N — 1)} (8)
N-1 .
1 R ) 1 sin[rd] 76N — 1)
Yn =% Z Zx R [k]Hy exp{j2n(k + 6) fsesnTs } Y =N A Ry [l|H: W eXPI TN
k=0 s | —
1= 2r(k + §)n
== % Ry [k Hy, exp { j 7} (5) 1= sin[76]
N 2 N =S e Ry [R]Hi(—1)F
k=0 +N ; 7k§R]\[k] k( ) i |:7l'(]€—l+6):|
where Hy, is the corresponding cyclicly-shifted transfer func- 7 N
tion of the channel at the frequency of thth subcarrier, and Cexn 4 i m(k—14+6)(N—-1)
6§ = Af/fse is the normalized frequency offset. 7 N
Assuming perfect clock recovery and no noise, Mgoint =&+ I 9)

FFT of y, becomes ) .
where[; is the ICI. We observe that the magnitude of the de-

= 27ln sired signalz; is affected by bothH; andsin[né]/ sin[xé/N].
Yi= Z Yn €XP {_‘7' T} Besides, the terraxp{j(7§(N—1)/N)} introduces a constant
n=0 phase shift that can be neglected in differential demodulation.
N = 2a(k + 6)n The smalleré is, the smaller ICI is. In order to achieve a
- E:O N kz 2 R [k]H exp {j N } signal-to-ICI power ratio of at least 100 (20 dB),must be
n= s=0

less than 5% [16].

. 2wln
cexXp g —J T ..
B. Impacts from Symbol Timing Offset

N—-1 N—-1
:i e R[] H. exp j27f(k+5)”—27flﬂ To solve symbol timing offset problems [19], a guard
N Py N b opar N interval is introduced in front of each Eureka 147 OFDM
N_1 N_1 symbol. The guard interval contains a periodic extension of
:i 5, Ponr J2rl(B+6) —n the useful symbol itself, as shown in Fig. 1. The effect of
Zr Ry [k Hi exp< j . i
N N symbol timing offset on system performance can be totally

?.
I
<)
3
Il
=

(6) eliminated if the offset is smaller than the length of the

guard interval in a channel without multipath. As long as

When § is an integer, we have the time reference begins in the guard interval, we get a
cyclicly shifted symbol. The cyclic shift in the time domain

Yi = Zi_sRy[l — 6]Hi—s. (7) results in a linear phase shift in the frequency domain [18].
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Fig. 2. The block diagram of our synchronization methdeh: useful symbol period.

The effect of this linear phase shift can be neglected whével. Therefore, we can detect the OFDM symbol timing by
differential detection techniques are used. Since symbol-ljetecting the abrupt change in the variance.

symbol DQPSK modulation is adopted in the Eureka 147 DAB The probability density functions of two distributions are
system, there is no problem in demodulating a received OFDM

signal as long as the time reference begins in the guard interval. o, (y) = 1

Another purpose of the guard interval insertion is to min- 2m )
imize the effect of multipath. This effect causes a form of pr (y) = 1 exp{_y_Q} (10)
linear distortion. In general, the length of the guard interval o2 20

should be longer than the multipath delay spread. There V\(}'\;here the indexed hypothesi%, holds for the beginning’,
be no degradation in system performance, provided that Eriod of an OFDM symbol, and?; holds for the lastT:
’ a

time reference begins in the intersymbol interference- (I fiod of the symbol. A log-likelihood ratis; is defined to

free portion of the guard interval [19]. be
g _ 1 P (i)
. A NEW SYNCHRONIZATION ’ Pro(¥i)
METHOD FOR OFDM SYSTEMS W 2 ox {_ .%2 }
The block diagram of our synchronization method is shown a 202
in Fig. 2. The blocks in the figure can be implemented 2

in ASIC. The “correlation” block and the “abrupt change —c-2 (11)

detection” block are shown in more detail in Fig. 3.
and a decision function can be defined as

A. Symbol Timing Estimation

A typical output of the Arg[ ] block in Fig. 2 is shown
in Fig. 4(a). The one-sample differentiator in Fig. 3 makes
its output in the lastl, period (this period is denoted 45 whereS} is negatively related to the log-likelihood ratio for
for later use) of a symbol close to zero. In fact, the outptite observations frony; to ;.
has two different distributions with the same (zero) mean, At a fixed sample sizé/, the optimal decision rule is given
but different variances in different parts of the OFDM signaby
One is uniformly distributed betwedr-, =] with zero mean ) o
and constant variance? /3. The other is Gaussian distributed Hy is chosen, ifS;" > h
with zero mean and variane€’, which depends on the noise H, is chosen, ifSM < h (13)

1 M
sM == ; 12
1 9252 ; Y; ( )
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Fig. 3. More details of the “correlation” block and the “abrupt change detection” block in Fig. 2.

(b)

T

T, Toym
Ty <T

sym
g
(©

Fig. 4. (a) Variation in the phase af(t) and the corresponding symbol timing. (b) Moving average output with window lefigthequal toT'g. (c)
Moving average output with window lengtliw less thanTg.

wherel is a threshold that can be determined by the variancedn Fig. 3, we do a sliding window average, i.e., implement
of the two distributions in (10) and the sample si2é. the decision function and generate output signals, as shown
> M 4?2 can be changed t9_ |y for easy implemen- in Fig. 4(b) or (c). With signals, as shown in Fig. 4(b) or (c),
tation. This is the reason why a full-wave rectifier is used iwe can detect the desired symbol timing. It is well-known that
Fig. 3. the threshold should depend on noise level. For purposes of



1774 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 17, NO. 10, OCTOBER 1999

simplicity, we detect the minimum of the moving-averageth Fig. 2, can be used to detect the occurrence of an OFDM
outputs and denote its location as the desired symbol timirframe. The frame timing can thus be detected if the received
If several minima are detected, the arithmetic mean of tisggnal power falls below a predetermined threshold within an
corresponding locations of the first minimum and the lastppropriately chosen observation window.
one is denoted as the symbol timing. This symbol timing It is well-known that an OFDM signal has a large peak-
is moving-averaged afterwards. Besides, we use the averaggdverage power ratio. When the instantaneous power of an
timing as a time reference to calculate frequency offset withbFDM signal is very low, the phase angle of the correlation
a window around this time reference, as shown in Fig. 2. outputz(¢) could be distorted by noise. In order to reduce this
noise problem, we suggest to hold the phase detector output,
B. Frequency Offset Estimation i.e. the arg[] block output, to the previous output when the

We assume a frequency OffSatf = (8 + i) fuce €XiSts signal power falls below a predetermined threshold.

whereé;, is an integer andy, is a real number with absolute o

value less than one. When the received sigtt#) reaches the D- Integral Frequency Offset Estimation

last T, period of a symbol, we have samples ) at the ~ An OFDM symbol is treated as a complex vector here.
output of the “Correlation” block in Fig. 3, where Assuming there ar@/ prestored vectorg;, i =1,2, ..., M
and an input vectoy, we want to find thex; which is most

2(t) =r()r(t = T) similar toy. Without loss of generality, the vectoxs and the
=a(t) exp{j27 (6 + bin) foest}a" (t — T) input vectory are normalized such that
) eXp{—jZﬂ'((Sfr + 6in)fscs(t - Tu)}
= c(t) explj2rm e focs Lo} llxil| =1 (17)
=c(t) exp{j2mon }. (14) fori =1,2,..., M, and
In (14), a(t) is the received symbol when frequency offset is lyll =1 (18)

zero, andc(¢) is defined as

h is th f th t d is defined
o) = at)a (t— To) ~ a(t)a*(t) = [a(O)] > 0. (15) where||x|| is the norm of the vectok and is defined as

The approximation holds because we assume the OFDM

symbol rate is much higher than the channel fading rate. We [l = (19)
can estimateds,, the normalized fractional frequency offset
from The square of the distance between two vectors becomes
arg|z(nT
b = TG (16) Iy = @ll” = Iyl = 20x; - ) + [l
w

In the lastT, period of bol 7,)] is almost =2-20 )
n the las eriod of a symbolarg[z(nT,)] is almost a

g P y arelz(nT.)] =2—2cos (20)

constant and is proportional 8g.. Elsewherearg[z(nT5)] will

hgve random values uniformly distributed betweenr] z]. whered is the angle between the two vectors. The common
Fig. 4(2) shows the phenomenon. . . implementation of the maximum inner product rule is known
The abrupt change of this phase distribution provides tlgg a matched filter or a correlator

symbol timing information, as described in the previous sec- Since the phase reference symbol (PRS) [4] in Eureka
glon_, anldG It c\:/sn be ushed to start dan_d _stop ks cal;:ulatlon f’ﬁ? has the property that it is orthogonal to itself with any
frl ml( f) € use ;f € aV‘?ragﬁ timing als are e;:ence imegral frequency offset (IFO), IFO can be estimated by
calculate frequency offset using the ten samplesgfe(nT )] a matched filter using the received but fractional frequency

around this reference. In this way, the calculation of frequengy_ . (FFO) compensated PRS. The FFO-compensated PRS

offset is inherently free of multipath (which introduces rando is matched to several prestored local PRSs) (with
phase) and automatically adapts to different m_ultipath d_e%%erent IFO’s. The one that most closely matches the FFO-
spreads. As we calculate frequency offset only in the perio 8mpensated PRS produces peaks in its output (the peak output

free of multipath distortion, our algorithm is robust in a mobil%an be compared with a predetermined threshold to determine
radio environment. The receiver fractional frequency Oﬁs%{ﬂ

i af d db i f ether the system is in synchronization or not), while the
IS a terwar S pompensate y an automatic frequency CO”ES ers produce noise-like outputs. Thus, IFO can be identified
(AFC) circuit in the front end.

and compensated. Since a practical oscillator has frequency
stability in the order of several ppm, only a few candidate
PRS'’s are required.

In the Eureka 147 DAB system, a null symbol precedes aThe matched filtering (or convolution) operation in the time
phase reference symbol in an OFDM frame. During the nidbmain can be converted into multiplication in the frequency
symbol period, no signal is transmitted. That is, #{¢) in domain by FFT to reduce computation complexity. As shown
(15) will be equal to zero when noise does not exist. Thus,imFig. 2, both FFT and inverse fast Fourier transform (IFFT)
power estimation circuit, e.g., an envelope detector as shouwalculations can be performed by an ASIC chip.

C. Null Symbol Detection
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E. A Complete Synchronization Procedure 1.0E-1

A complete synchronization procedure for the Eureka 147
DAB system is proposed in this section. When a receiver is
turned on, it first estimates symbol timing and FRQ)( Then
it compensates faf;,. Simultaneously, it detects the occurence 1.0e2 — -
of the null symbol (or frame timing). Finally, it uses an FFO- Jo
compensated PRS to estimate IR§,Y and compensates for LTINS .
Oin- 4. S ] I NN

The complete synchronization procedure consists of bofh, .. | ‘ ! 3 " 3 ! :

acquisition and tracking stages. For acquisition (on power up R
or loss of track), perform the following steps. 4. ‘ w N\
Al) Acquire symbol timing. 4 S R ’
A2) Calculateé;, and compensate for it. ! ! ! ? : ! :
A3) Detect the null symbol and the frame timing. T R SEESEEREREE EERREESIEERN,
A4) Detect the integral frequency offset using the the ,, SRR ; - o
integral frequency offset acquisition loop (see Fig. 2). o R
A5) Go to tracking if the system is in synchronization.

Otherwise, go back to Al. 1085 i * T | ‘ f ;

For tracking (after successful acquisition), perform the fol- 4 6 8 10
lowing steps. Eb/NO (dB)

T1) Track symbol timing (see Fig. 2). —J— RTO=5samples —4p— LTO=1 sample
T2) Trackés using the fractional frequency offset track- —Jl— LTO=5samples —()— Sampling in the guard interval

ing |00p (See Flg 2) —A\ RTO=3samples —@— No timing offset

A - LTO=3samples —J—- Theoretical DQPSK [18]
IV. SIMULATION RESULTS —&—  RTO=1sample

In this section, we demonstrate the performance of ogig. 5. BER performance versus timing offset in an AWGN channel.
synchronization algorithm on symbol timing offset estimation,
frequency offset estimation, and system BER performance.

The algorithm is investigated using the Monte-Carlo simulé"-"thom coding and interleaving is measured. Theoretical BER

tion method in both an additive white Gaussian noise (AWG elri{;ggg:ceu(r)f g)s(gssvlf/e[zolt;s':elrgv.etstﬁa%iis%ﬁ?7islstr?2c;gg1fcljirn
channel and a two-path fading channel. We assumed the m gdoration purp - . 9 'Pling
: S : me is in the guard interval, there is no BER degradation,
3 OFDM signaling is used in the Eureka 147 DAB system [ ! o
. ; . . - as compared with the perfect timing case. On the other hand,
for the simulation. In this scenario, the overall symbol duratio)

is 156 s, which includes a useful symbol duration of 1286 ff;g; 'E't'ac:nfaﬂggnga%mfe's C;L:;o?:ng]:cgu(?édr;gz?ﬁ’ c?(;/:nrs
and a guard interval duration of 31s. There are 192 active y only b€, p 9 ' urs.

subcarriers with an 8 KHz inter-carrier spacing in total. The BER is almost the same for the same RTO and LTO

In our simulation, we get one estimated symbol timiné’alu.es' . . ,
’ imulation results in Table | show the meang and 7,

sample and ten estimated frequency offset samples per symho . -
Both the estimated symbol timing samples and the estimat .'r':g:.olﬁtg? :rr:d A:/r:/%lflta:r?:;ge?fev!ztl?ﬁe (iw-lt—a?n Oéf t|;r;]|ng
frequency offset samples are moving-averaged with 200 Sai%%ilal tirlnin Iestimation Because trTa sllidin window average
ples. We simulated 5000 symbols in the AWGN channel and iming € ' 9 - erag
. . : eration in Fig. 2 causes a delay of half of the sliding window
12 000 symbols in the two-path fading channel to obtain bofly .
. . . size (SWS) of the samples, this delay should be substracted
the means and the standard deviations of these estlmatlon% N ) 2 - 1
rom 7 to generate the time referenee, i.e., m = m — 3
SWS. In our simulation, the regioh is between the ninety
A. AWGN Channel sixth and the one hundred and fifty eighth sampiess the
1) Results on Symbol Timing EstimatioVe define sym- ISI free region withinI'. © = (a, b) means that the ISI-free
bol timing offset as a right timing offset (RTO) when samplingegion is between theth and thebth sample. In an AWGN
time lags the guard interval, and we define symbol timinchannel,©2 = I'. We define two toleranceg); and A, as
offset as a left timing offset (LTO) when sampling time leadthe deviation (normalized by STD) fromt to the two limits
the guard interval. The effect of RTO and LTO should be thef Q, i.e., A; = (M — a)/STD, A,. = (b — m)/STD. From
same. As long as sampling time is within the guard intervahis point of view, our method performs well because it can
there should be no error in OFDM demodulation, assumirglerate at least ten times the STD even wlgriV, is down
there is no noise or any other impairments. to 4 dB.
From our simulation, the effect of symbol timing offset on 2) Results on Frequency Offset Estimatiohhe effect of
bit-error rate (BER) performance of an OFDM system in adifferent frequency offsets on OFDM-BER performance

AWGN channel is shown in Fig. 5. Here, only raw bit errowas simulated. The results are shown in Fig. 6 for an
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TABLE |
SvymBoL TIMING EsTIMATION ResuLTs IN AN AWGN CHANNEL. (NoTE: FRoM THE NINETY SIXTH
TO ONE HUNDRED AND FIFTY EIGHTH SAMPLE IS ASSUMED) SWS = 63 SAMPLES. 2 = 96158

Ep/No (dB) 4 6 8 10 12
. m 158 158 158 158 158
(i-th sample)
126.5 126.5 126.5 126.5 126.5

(i-th Shmple)
T
(SaSmpIPeS) 3 3 3 3 3

AlDAr

10.2,10.5 10.2,10.5 10.2,10.5 10.2,10.5 10.2,10.5

BER

1.0E+0

1.0E-1 -

1.0E-2

1.0E-3

| \H‘M‘

estimation results in an AWGN channel are listed in Table I
and plotted in Fig. 7, respectively. It can be observed from
Fig. 7 that our algorithm achieves a much better accuracy than
the needed 0.05 subcarrier spacing in an AWGN channel, even
when E; /N, is down to 4 dB.

Other authors [22] have shown that BER is sensitive to
carrier frequency offset in OFDM systems. The effect of our
synchronization algorithm on BER (raw BER obtained without
convolutional encoding) performance of the mode 3 Eureka
147 system in an AWGN channel is shown in Fig. 8. Symbol
timing can always be estimated correctly and is not a problem
in these simulations. It can be seen that the BER performance
with our synchronization algorithm almost coincides with
the perfect synchronization case in an AWGN channel. The

[ FEESRE e e effectiveness of our synchronization algorithm can also be seen
Jo when comparing Fig. 8 with Fig. 6.
1.0E-5 i T ; B. Two-Path Fading Channel
4 6 8 10 Our synchronization algorithm was simulated using a two-
Eb/NO (dB) path Rayleigh fading channel model. We assume the two paths
—{J— FFO=1 carrier spacing —<)— FFO=0.1 carrier spacing have equal strength, and each path is a Rayleigh fading path.
—J FrO=-lcamierspacing =~ —4qp— FFO=-0.1 carrier spacing The delay between the two paths is a simulation parameter
% FFO=0.5 carrier spacing A FFO=0.05 carrier spacing varying from 5-30us. The two-path Rayleigh fading channel
k FFO=.05cariorspcing A FFO=-005camierspacing  MOdel is one of many different channel models which can be
Ch— FFO=02 camier spacing (D)~ No frequency offset used to simulate the Eureka 147 DAB system. We use this
- i camersprene ey model because it is simple, and it represents a typically severe
—@— FFO=-02carrier spacing ~ —wj— Theoretical DQPSK [18]

channel condition.

Fig. 6. BER performance with frequency offset as a parameter in an AWGN 1) Results on Symbol Timing EstimatioBymbol
channel.

timing
estimation results in a two-path fading channel at a Doppler
shift of 240 Hz are shown in Fig. 9 and Table Ill. Note that
AWGN channel. We observe that larger frequency offsetke estimated symbol timing is still valid as long as the time
cause more BER degradation due to ICI. When frequenogferencern is in the multipath-free region of’. Table llI
offset approaches 0.5 subcarrier spacing, the average B&#ws the corresponding:, STD, 4;, A,., and Q defined
approaches 0.5. On the other hand, the degradation is snrallSection IV-Al. From Table Ill, it can be observed that
if the normalized frequency offset (with respect of subcarri¢ghe timing estimation accuracy is inversely proportional to
spacing) is less than 5%. The sign of FFO does not influencriltipath delay and is not sensitive to SWS. When average
the BER performance. signal-to-noise ration (SNR) is 13 dB, we can obtain an
In the following, we investigate the effect of FFO only andccuracy timing estimation even when the multipath delay
assume IFO can be easily estimated and compensated. Tsv@0 ps.
sets of FFO are used in our computer simulation. The first2) Results on Frequency Offset Estimatiohhe effect of
set is+0.49, which represents a more critical condition of ICldifferent frequency offsets on OFDM-BER performance
The other set i20.1, which represents a less critical conditiois simulated for a two-path fading channel. Coding and
of ICI. The mean and the STD of fractional frequency offsehterleaving are applied for completeness.
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TABLE I
THE MEAN OF FREQUENCY OFFSET ESTIMATION IN AN AWGN CHANNEL
E,/NO (dB
052 (dB) 4 6 8 10 12
(carrier spacing)
0.49 0.492 0.491 0.491 0.491 0.49
0.1 0.0841 0.0893 0.093 0.0954 0.097
-0.1 -0.0845 -0.0898 -0.0934 -0.0956 -0.0973
-0.49 -0.492 -0.491 -0.491 -0.49 -0.49

1.0E-2

BER
5
m
w

\

The STD of Frequency Offset Estimation ( carrier spacing )

|
. .
0.004 E— . i - i | 10E-5 — ] r { T
i
4 6 8 10 12 4 6 8 10
Eb/NO (dB) Eb/NO (dB)
1* FFO = 0.1carrier spacing —@ FFO = -0.49 carrier spacing —fJ—  Tnitially offset by 0.49 or -0.49 carrier spacing —(>— No frequency offset

,B FFO = -0.1 carrier spacing 4‘,,, FFO = 0.49 carrier spacing ~-3— Initially offset by 0.1 or -0.1 carrier spacing —Jll— Theoretical DQPSK [18]

Fig. 8. BER performance with frequency offset compensation in an AWGN

Fig. 7. The STD of frequency offset estimation in an AWGN channel.
channel.

The simulation results are shown in Fig. 10. The (4,1,7) cogf Q are processed in this simulation. From Table IV, we
volutional encoder used in this simulation is directly adopteshserve that the mean of fractional frequency offset estimation
from [4]. The code rate is 1/4, and its constraint length is sevag.very accurate in a two-path fading channel. It can also be
The encoded bits are interleaved in frequency domain agBserved from Fig. 11 that our algorithm achieves a much
then modulate each carrier of an Eureka 147 OFDM symbigétter accuracy than the needed 0.05 subcarrier spacing in a
using DQPSK. Again, we observe larger frequency offset&o-path fading channel, even when average SNR is down to
cause more BER degradation due to ICI. When frequengydB.
offset approaches 0.5 subcarrier spacing, the average BERhe average BER performance of Eureka 147 mode 3 with
approaches 0.5. our synchronization algorithm in a two-path fading channel

The same two sets of FFO, as described in Section IV-A, shown in Fig. 12. The (4,1,7) convolutional encoder and
are used in simulation. The mean and STD of the fractional fréhe interleaver are the same as those used in Fig. 10. It can
guency offset estimation in a two-path fading channel is listdsk seen that the BER performance with our synchronization
in Table IV and ploted in Fig. 11, respectively. We assumeadgorithm almost coincides with the perfect synchronization
20 us delay in the two-path fading channel in the simulatiortase. The effectiveness of our synchronization algorithm can
Thus, Q is about 10us, i.e. 20 samples. The last ten samplesiso be observed by comparing Fig. 12 with Fig. 10.
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TABLE Il
SvmBOL TIMING ESTIMATION RESULTS IN A TWO-PATH FADING CHANNEL. € =(a,b) fy=240Hz Average SNR=13dB
Multipath Delay 5 10 15 20 25 30
{ psec)
Q| (105,158) | (115,158) | (125,158) | (135,158) | (145,158) | (155,158)
om 131.5 136.5 140.5 144.5 147.5 148.5
(i-th sample)
SWS=63
STD 3 4 5 6 7 9
( samples) (samples)
Aj,A, | 883883 | 538538 3135 1.58,2.25 0.36,1.5 0,0
Gan Do 1325 137.5 141.5 145.5 148.5 151.5
SWS =45 STD 2 3 4 5 6 9
(samples) | (samples)
A A, | 13751275 ) 75,683 4.13,4.13 21,25 0.58,1.58 0,0
m 132.5 137.5 141.5 146.5 150.5 153.5
(i-th sample)
SWS =25
STD 2 3 4 4 6 9
(samples) | (samples)
ALA, | 13751275 7.5,6.83 4.13,4.13 2.88.2.88 0.92,1.25 0,0
o 1335 1375 142.5 147.5 151.5 156.5
(i-th sample)
SWS=5
STD 3 3 4 5 6 8
('samples) (samples)
ApLA, | 95817 7.5,6.83 4.38,3.88 2521 1.08,1.08 | 0.19,0.19
——————————————————— 1.0E+0 —
:‘; i
= ]
= 1.0E-1 —
=
.8
5
§ ez 1.0E-2 —
& =
2 %
£
[ < 1.0E-3
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<E
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51 1.0E-4 :
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130 ‘ [ T ‘ T ‘ ‘ 1.0E-5 i - W T [ ]
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Average SNR (dB )

4& FFO = 0.1 carrier spacing
—@)— No frequency offset

Multipath Delay ( usec )

—@— SWS=25samples e
—Jl— SWS =5 samples — 5
Average SNR = 13dB

—ak— SWS = 63 samples FFO = 0.49 carrier spacing

—&A—  SWS =45 samples FFQ = 0.2 carrier spacing

Interleaving depth = 8frames fy =277.78Hz

delay = 20usec

£, =240Hz

. - - TS . ional codi
Fig. 9. The mean of an initial symbol timing estimation in a two-path fading (4,1,7) Convolutional coding

channel. (Notef” from ninety sixth to one hundred and fifty-eigth sample is=ig 10, Average BER performance with frequency offset as a parameter in
assumed in this simulation.) a two-path fading channel.

C. Operations in a Single Frequency Network there could be long delay and high level multipath signals

In contrast to FM broadcasting, Eureka 147 permits the opeming from different transmitters. In this situation, an OFDM
eration of a single frequency network (SFN). In this networlsystem needs to adopt a longer symbol duration and therefore
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TABLE IV
THE MEAN OF FREQUENCY OFFSET ESTIMATION IN A TwO-PATH FADING CHANNEL. fy=240Hz Delay=13:Sec
Average SNR .
5/‘ (dB) 7 9 11 13 15
( carrier srpacing)
0.49 0.491 0.491 0.49 0.49 0.49
0.1 0.0831 0.0881 0.0916 0.0947 0.0964
-0.1 -0.0843 -0.0895 -0.0932 -0.0955 -0.097
-0.49 -0.491 -0.491 -0.491 -0.491 -0.491
0.015 — oo S Cs O R TR TOE-T —g-occomoooooiimom s rrrir
£
g -
> B
8 7
§ 0.014 — 1.0E-2 —|
= ]
.2 ]
5] |
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—f—— FFO=-0.1 carrier spacing —@— FFO = 0.49 carrier spacing
—Jl— FFO=0.1 carrier spacing —)—  FFO =-0.49 carrier spacing
fy=240Hz  delay = 20usec

—f—  Initially offset by 0.49 carrier spacing ——  No frequency offset
% Initially offset by 0.1 carrier spacing

. N . . Interleaving depth = 8 frames  f; = 277.78Hz
Fig. 11. The STD of frequency offset estimation in a two-path fading

channel. (4,1,7) Convolutional coding  delay=20usec

Fig. 12. Average BER performance after frequency offset compensation in
to provide a longer guard interval duration that can remove théwo-path fading channel.
effect of the distortion from long delay and high level echoes.

The simulation results demonstrated in the previous secti%rd interval duration is 24gs; both parameters are about
show that for mode 3 of the Eureka 147 system, our synchiQgnt times that of the corresponding parameters of mode 3.
nization method obtains both symbol timing and frequengyjith mode 1, our method will be still workable because the
offset estimations accurately, as long as the multipath de'éi)jnal format of mode 1 is the same as mode 3. Therefore, our

spread is less than 26s. The BER performance of our methOdsyénchronization method can be used effectively in an SFN.
also approaches to the ideal synchronization case, as can be

observed in Fig. 12. The length of a guard interval duration is
hence the most important parameter for an OFDM system to
operate successfully in a multipath fading environment. With The main technologies of DAB, particularly the OFDM

a larger multipath delay spread, either mode 2 or mode 1 tohnsmission scheme, are very useful in broadband wire-
Eureka 147 can be used to achieve an SFN. For exampleless transmission. This paper presents a method that jointly
mode 1 of Eureka 147, its symbol duration is 1.246 ms, and thehieves symbol, carrier, and frame synchronization for an

V. CONCLUSION
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OFDM signal. In this method, we estimate symbol timingi9] P. Shelswell, “The COFDM modulation system: The heart of digital

first and then locate a corresponding multipath interference
free period to calculate the fractional frequency offset. Aftgpq;
compensating for this fractional frequency offset, we estimate

audio broadcasting,Electron. Commun. Eng. Jpp. 127-136, June
1995.

M. Basseville and I. V. Nikiforov, EdsDetection of Abrupt Changes:
Theory and Applications. Englewood Cliffs, NJ: PTR Prentice-Hall,

; ; i 1993.
mteg_ral frequency offset. This method _IS shown 1o perfmr['}l] J. G. ProakisDigital Communications3rd ed. New York: McGraw-
well in an AWGN channel wher, /N, is down to 4 dB. Hill, 1995.

The method is also robust in a two-path fading channel. Oiz2]
simulation results suggest that the system BER degradation

T. Pellet, M. Van Bladel, and M. Moeneclaey, “EER sensitivity of
OFDM Systems to carrier frequency offset and wiener phase noise,”
IEEE Trans. Communvol. 43, pp. 191-193, Feb./Mar./Apr. 1995.

with our synchronization method is negligible as compared
with the ideal synchronization case. This method can also be
used in other applications, such as DVB and HIPERLAN/2.
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