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Improving GSM Call Completion
by Call Reestablishment

Phone Lin, Yi-Bing Lin, Senior Member, IEEEand Jeu-Yih Jeng

Abstract—Global system for mobile communications (GSM) Il. CALL REESTABLISHMENT MECHANISMS

call reestablishment service allows a mobile station to resume a Thi fi d ib th lqorith ¢ d f d
call in which the radio link has been temporarily interrupted IS section describes three algorithms 1o reduce force

due to interference or bad signal (which is referred to as an termination caused by interruption. Consider the timing di-
interrupted call). This service increases end user satisfaction and agram in Fig. 1(a). Suppose that a call alternates between
network quality perception. In this paper, we propose analytic the conversation periods and the interrupted periods. Define
models to study the performance for call reestablishment service. o ;th cycle of a call as paifz;,y;) wherez; is the ith
Our study indicates that call reestablishment can significantly . . . S . .
reduces dropping for interrupted calls. coqversatlon perlod_ ang is th.ezth interruption penod._ Every
y; is associated with a period; that denotes the interval
between when the interruption begins and when the first of the
following two events occurs: i) the interruption timer expires,
and ii) the remote party hangs up the phone. Eae 0, let
t; be the holding time of the first conversion cycles (i.e.,
|. INTRODUCTION th = x1+y1 +2To+yo+- - -+xr+ ). By conventionty = 0.
ERSONAL communications services (PCS) networkset tpx = tx + zx41. If the interrupted call is not resumed
provide telecommunications services to moving usergefore the period; expires, the interrupted call is forced to
During a PCS communication session, a radio link #rminate. Let,, be the period between the arrival of the call
established between the mobile station (MS) and a base stafi®d when the MS enters the next cell (called cell 1), pd
(BS) if the MS is in the cell (the radio coverage area of thee the cell residence time of the MS at cell 0. The three call
BS). If the MS moves to another cell during the conversatiorgestablishment algorithms are: 1) RES1—the radio channel is
then the radio link to the old BS is disconnected and a radigserved during interruption; the call is not reestablished if the
link to the new BS is required to continue the conversatioMS moves into a new cell; 2) RES2—the radio channel is not
This process is called handoff [1], [2]. If the new BS does néeserved during interruption; the call is not reestablished if the
have any idle channel, the handoff call is forced to terminat¥S moves into a new cell; and 3) RES3—the radio channel
Besides forced termination due to handoff, a radio link md§ reserved during interruption; the call is reestablished if the
be temporarily disconnected when propagation loss due Nt moves into a new cell. They are described as follows.
obstacle (e.g., bridges, tunnels) shielding. This phenomenon idlgorithm RES1:For k > 0, consider thek + 1st cycle of
referred to as “call interruption.” To avoid forced terminatiorihe call. There are five cases.
due to call interruption, the call reestablishment service has Case I: If ¢ <7, <ty +zx41 [Fig. 1(b)], the MS moves
been proposed in Global system for mobile communicatiof@cell 1 during the conversation period. The call is handed off
(GSM) [4], [10]. In this mechanism, if a communicationfrom cell O to cell 1 following the standard handoff procedure,
channel is interrupted, the network still reserves the trur@d the call reestablishment mechanism is not triggered during
and/or the channel for the interrupted call, and an interruptié@ndoff.
timer is triggered. If the timer expires or the remote party Casell: If tpx + ypt1 < 7 aNd Y41 < 241
hangs up the phone before the interruption period is ovérjg. 1(c)], then the call is reestablished at cell O after the
the interrupted call is actually forced to terminate. Otherwis®S leaves the shielding area.
the interrupted call is resumed by the call reestablishmentFig. 3 illustrates the messages exchanged between the MS
mechanism. In this paper, we propose analytic and simulati@fd BSO (the BS at cell 0): After interruption is over, the MS

models to evaluate the performance of GSM system with c&gnds the call reestablishment request message to BSO (mes-

reestablishment service. sage 1 in Fig. 3). The message contains the MS identification
(ID) and the ID of the BS at which the call is interrupted (in
this case, it is BS0). When BSO0 receives the message, it checks

. . . the call record of the MS and stops the corresponding inter-
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Fig. 1. Timing diagram I. (@);,¥:, ziste, tm,is Tm, te,i, 5, (D) Case |, and (c) Case Il.

Since the MS enters cell 1 during the interruption period, tH&SO0 still reserves the radio channel at this point. When the
call is forced to terminate due to the fact that GSM followsemote party hangs up the phone, the MSC cancels the call
the mobile assisted handoff strategy [2], [8]. In this case, B$68cord of the MS, releases the trunk to the remote party,
will not release the reserved channel until the endzf;. and sends a clear command message to BSO [see message
Note that the GSM mobile assisted handoff mechanism can®oin Fig. 4(a)]. After receiving the message, BSO cancels the
perform radio link transfer if the MS fails to receive signatall record of the MS, releases the reserved channel for the
from the old cell (i.e., cell 0) during the handoff process. interrupted call, and sends a clear complete message to the
Fig. 4 illustrates the message flow for this case. There aSC [see message 4 in Fig. 4(a)].
two possibilities: (a) The remote party hangs up the phone Case llIb: The interruption timer of BSO expires before
first, and (b) the interruption timer expires first. the remote party hangs up the phone. The first two messages
Case llla: The remote party hangs up the phone befordelivered between the MS and BS1 are the same as those in
the interruption timer of BSO expires. During the interruptio®ase llla [see messages 1 and 2 in Fig. 4(b)]. BSO then sends
period, the MS moves into cell 1. After the interruption, tha radio interface failure message to the MSC [see message
MS sends BS1 the call reestablishment request message Fée Fig. 4(b)]. Based on the message, the MSC cancels the
message 1 in Fig. 4(a)]. Since call interruption occurs at celll record of the MS, releases the trunk to the remote party,
0, BS1 cannot find the call record of the MS. BS1 repliesnd sends a clear command message to BSO [see message 4
a negative acknowledgment [see message 2 in Fig. 4(a)] thafFig. 4(b)]. When BSO receives the message, it cancels the
causes the call to be forced to terminate. Sipger < zr4+1, call record of the MS, releases the reserved channel, and sends
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Fig. 2. Timing diagram II. (a) Case lll, (b) Case IV, and (c) Case V.

MS BSO MSC Case VI If tpr + yrt1 < 7 and ypi1>2141 [SEE
 Timer starts Fig. 2(b)], the user hangs up the phone before the interruption
. / period is over. In this case, the MS does not leave cell 0
Call is interrupted in this period during the interruption period. The call is dropped at cell

0, and BSO releases the reserved channel after the interrup-
tion timer expires or when the remote party hangs up the
acknowledgement phone.

‘ The message flow for this case is similar to Case Ill, except
that after the MS leaves the shielding area, it sends the call
reestablishment request to BS0. Upon receipt of the message,
BSO finds that the call record of the MS does not exist. BSO
Fig. 3. Message flow for Case Il of RES1. sends a negative acknowledgment to the MS, and the MS

terminates the call.
a clear complete message [see message 5 in Fig. 4(b)] to the Case Vi If tp x<7,<tpr + Yr+1 AN Yry1>2k41
MSC. [Fig. 2(c)], the interruption period ends after the interruption
Note that messages 1 and 2 are not required in RES1. Whigner expires or after the remote party hangs up the phone.
the MS detects that it has moved to a new cell, it can terminaifter the interruption, the MS is in cell 1, and the call is
the call without exchanging these two messages. This messdggpped as in Case lll. In this case, BSO releases the reserved
pair is required in RES3 to be described. channel when the interruption timer expires or after the remote

1. cali recestablishment request = b 1 o cops

2. call re-establishment request

Call is re-established at cell 0
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Fig. 4. Message flow for Case Ill of RES1. (a) The call is forced to terminate at cell 1, and the reserved channel is released by the MSC. (b) The call
is forced to terminate at cell 1, and the reserved channel is released by BSO.

party hangs up the phone. The message flow for this casééngs up the phone during the interruption period. The MS

the same as that in Case III. makes a call reestablishment request to BS1. If BS1 has an
To implement RES1, we only need to make minor modidle channel, the call is reestablished.
fications to the BS and MS. No changes are required in theFig. 5 illustrates the message flow for Case Ill. After

MSC. In Figs. 3 and 4, the messages delivered between B&rruption, the MS sends the call reestablishment request
and MSC already exist in the current GSM implementation. Imessage (see message 1 in Fig. 5) to BS1. On receipt of the
other words, there is no need to introduce new message typesssage, BS1 forwards the call reestablishment request to the
for the A interface [3] between the BS and MSC. MSC (see message 2 in Fig. 5). The MSC checks the call
Algorithm RES2:RES2 is similar to RES1 except that agsecord of the MS and sends a clear command message (see
soon as the radio link between the MS and BSO is interruptadessage 3 in Fig. 5) to BSO. BSO stops the interruption timer,
the BSO releases the radio link. After interruption, the M&leases the reserved channel, and sends a clear complete
makes a call reestablishment request to the BSO. If BSO asssage to the MSC (see message 4 in Fig. 5). The MSC
an idle channel, the interrupted call is reestablished. RES2 ls@nds a cipher mode command message (that contains the
been implemented in the existing Nortel GSM system [4], [10¢ipher info for the interrupted call; see message 5 in Fig. 5) to
RES1 and RES2 fail to resume the interrupted call if thBS1. After receiving message 5, BS1 responds a cipher mode
MS moves from cell 0 to cell 1 during interruption. To relaxcomplete message (see message 6 in Fig. 5) to the MSC. The
this restriction (i.e., to allow call reestablishment at cell 1MSC then sends an assignment request message (see message
We extend RES1 as follows. 7 in Fig. 5) to BS1 to assign a channel to the interrupted
Algorithm RES3:RES3 allows a call to be reestablisheaall. BS1 queries the channel pool to find an idle channel
after the MS moves to a new cell during interruption. Fdior the interrupted call. If BS1 has idle channels, BS1 sends

Cases |, Il, and 1V, the actions taken by RES3 are exactly theassignment complete message to the MSC (see message 8
same as that in RES1. The actions for Cases lll and V dareFig. 5) to indicate that BS1 is ready to accommodate the
described as follows. call transfer. The MSC sends a call reestablishment request

[Fig. 2(a)], the MS enters cell 1 during the interruption periodprwarded to the MS (see message 10 in Fig. 5). At this point,
and neither the interruption timer expires nor the remote pattye call is reestablished at cell 1. Note that messages 5-8 are

Case lll: If tp p<tm<tpi + Yx+1 and yr+1 < 241 acknowledgment to BS1 (see message 9 in Fig. 5), which is
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Fig. 6. Message flow for Case V of RESS3.

standard GSM actions for link setup. For more details, thoall record has been deleted after the BS interruption timer
reader is referred to [4]. expired or after the remote party hung up the phone). The
Case V: If tp 1 <Tm<tpr + yrt+1 andyry1>2141 [see MSC replies a negative acknowledgment to BS1 (see message
Fig. 2(c)], the call is forced to terminate at cell 1, and BS8 in Fig. 6), which is forwarded to the MS (see message 4 in
releases the reserved channel either when the interruption tiffiég- 6). At this point, the interrupted call is dropped in cell 1.
expires or when the remote party hangs up the phone. To implement RES3, modifications are made to the BS,
Fig. 6 illustrates the message flow for this case. Peridd4S, and MSC.
zr+1 €xpires before the interruption period ends. Thus, BSO
releases the reserved channel before the MS makes a call ll. ANALYTIC MODELS
reestablishment request to BS1. The message flow for thisye propose analytic models for GSM basic scheme (without
action is the same as Case Il in RES1. When interruption dall reestablishment), RES1 and RES3. The call incompletion
over, the MS sends the call reestablishment request messg@ability P,. is derived to investigate the performance
to BS1 (see message 3 in Fig. 6). After receiving the message,these algorithms. Call incompletion includes new call
BS1 forward the request to the MSC (see message 4 in Fig. leipcking and connected call dropping. This section describes
Since the MSC cannot find the call record for the MS (the MStbe analytic models for RES1 and RES3. The model for



1310 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 17, NO. 7, JULY 1999

GSM basic scheme is similar to that for RES1 (but is les3om (3), the Laplace Transform of tlig distribution is
complicated) and is omitted.

i |: OéﬁIiiny :| |:(1 — a)ﬂa}:|
A. An Analytic Model for RES1 = (s + pa)(s+py) S+ pa
Consider a cell in the GSM system. Lef (\;) be the new _ (1 — )pa(s + py) (@)
(handoff) call arrival rate to the cell. L&t be the probability (st pa)(s 4 py) — @By,

that all channels are busy when a call (either a new call or a
handoff call) arrives. In GSM, the same channel assignmendt ¢, be the holding time for the firsk cycles of a call

procedure is used for both the new calls and handoff calls. Thige Fig. 1(b)]. The density functioffy () of #; (without
nonprioritized scheme is considered in this paper. By using t8gnsidering handoff) is expressed as

techniques we proposed in [9], our model can be extended to

study the case where the handoff calls have priority over the

new calls. LetP, ; (P, .) be the probability that a connected k() ,

new (handoff) call at the cell will hand off to the next cell. For 0, _'f _k =0

tr ty—x1 te—T1—Y1— - —Th_1—Yr—1
a homogeneous cell structure (where the handoff rate entering / .. /
the cell is equal to the handoff rate leaving the cell), we have 1 =0 y,=0 @ =0 §

- te—T1—Y1— " —Yr—Tk ’
k gk —fha T —fby Yi
A=Al = B)Puy+ Ml = B)Pa. (1) /g,k_o oy L{“‘ P e

dyy dzy - --dyy dzy,  if k>0

Let F; 1 (F; 2) be the probability that a connected new (hand- (5)

off) call at the cell will be disconnected due to interruption.
As we described in Section Ill, a call alternates between thg jig Laplace Transform is
conversation periods and the interrupted periods. Assume that

at the end of the conversation periogl the call is complete k
with probability 1 — «, and with probability «, the radio fi(s) = i Bty (6)
channel is interrupted for a periad. If 3 < #, the call is (54 pa)(s+ py)

reestablished and continues with the next conversation period
z;+1. Assume thats; are independent, identically distributedThe residence time of the MS at cél{the time interval that
(i.i.d.) random variables with the density functippe=#~77,y, the MS stays in celf) is ¢, ; [see Fig. 1(a)]. For alt > 1,
are i.i.d. random variables with the density functjope="+¥:, ¢, ; are assumed to be i.i.d. random variables with the density
and z; are ii.d. random variables with the density functiofunction f,,, (¢, ;) = ne~7i. Suppose that a call arrives
J-(=), respectively. Exponential interruption periods are usaghen the MS is in cell 0. Let,,, be the period between the
in the analytic model to provide the mean value analysigrrival of the call and when the MS moves out of cell 0. In
The effect of higher moments for general distribution can kg study, the cells are numbered 0, 1, 2,, in the order they
studied in our simulation. Le# be the probability that a call gre visited by the MS. Let,,,(7,,) be the density function of
is reestablished after interruption. Then 7 With the Laplace transform®, (s). The probability P, ; is
derived as follows:

8 =Prly; < 2]
/ / fye MY () duyi do P, =Pr[Case | in RES1 occufs
Z; —0 7—0 oo
=1— f*(uy) ) =Y Prftr < T <t + Tppa]
where f#(s) is the Laplace transform of the distribution. L = = =
Let ¢, be the call holding time of a complete call without o P S S—
considering the handoff effect [see Fig. 1(a)]. The density
function f.(t.) for t. is X fr ()T (T e =540 dxg iy dr,, dity,
i te—my te—T1—Y1— - —Tk e e — pem1
Z |:/ / / + Trn('rrn)/iace ¥ dxl dTrn
k=0 z1=0 y1=0 Yr =0 o Tm:ooo ml:;m
k = fk(tk)Trn(Trn)eiuw (Tm—te)
x Bl -« H prae T e ROV ; |:/tk=0 /f‘mztk
=1 [e9)
Xd'r,ndtk} +/ P (Tm)e P dry,. (7)
X umefﬂr(tc*l’lfylf”'*wkfyk)dyk ‘e d.Tl:| . T =0

(3) Since f(tm,i) = ne~ "', from the excess life theorem [6],
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rm(Tm) = ne” 7™ and (7) is rewritten as and its Laplace transform is
=1 tr=0 J 71, =t ’ (3+Nm‘)(3+ﬂy) S+ul‘
X AT dtk} + / ne (DT g We have
T =0
< ) Z Fin ] Pr [Case Ill or V in RES1 occyr
N+t =Prltpr <7m <tpx+ yk+1]
(77 + Ny) o [ poo
= . (8) _
(7 + 1) (1 + 11y) — Briatty =2/ | It
k=0 |L/tD.k= =tp,k YYr+1=Tm—tDk
The probabilityP; ; is derived as follows. Consider Case IV in ><rm(7m)uye PR a1 dT dEp k]
RESL. Lett,, = tD,k + Yrt1 andyk+1 > Zk41 [See Flg Z(b)] 0 0o 0o
Then the density functiorf., (¢./) is = Z / /
k=0 L tD,k:() Tm=tD,k
tor—T1 o —T1—Y1— - —Tp 41 X fD,k(tD,k)Trn(Trn)Cuy(TM7tD’k)d7_rndtD,k:|
o= [ L [
x1=0 Jy;=0 . Yr—1=0 _ Z / fD,k(tD,k)< —:7 >G—T]tD1k dtD,l;|
k—l—lﬁk H T — T e—pyyi) k=0 tp =0 T My
— n *
= foxn
X Nme_ulxk+lﬂye Ny(tv’ T1—Y1——Tht1) <7’]+[,Ly> kzz() D’k( )
Qllz)
= . 14
X d@ppy dxl} ©) (0 + 1)+ py) — aBrapey 4

Since Cases IV, lll, and V in RES1 will drop the call, from

and its Laplace transform is
(11) and (14), we have

* 5) = CYLLJ;(]_ _ﬁ)ﬂy
fi(s) = (54 ) (5 + py) — Ppinpty (10)

P, =Pr[Case IV in RES1 occufs
+ Pr[Case Ill or V in RES1 occuts
_ e (1 — B)py
(1 + pa) (1 + py) — Bz iy

From (10), the probability of Case IV in RESL1 is derived as

Pr[Case IV in RES1 occufs sl
+ . (15)
= Prfte < 7l (1 + ) (7 4 py) — Bppy
/ / e~ fu(t) dbe dr, Similarly
=0 Jt_,=0
apa(1 — )y n(n + py)
= . (11) Pio= y 16
1+ 1) (0 + 11y) = OBpiapry 2T ) (0 ) — By (o

Consider Cases Il and V in RES1 [see Fig. 2(a) and (c)]. Thead
density functionfp »(¢p ) Of tp . is expressed as
oz (1 = B)py

Pa=

(pipeHetok, if k=0 T (0 )0+ ) — By
tD k fD BT [e772%]
+ . a7
/ml_o /JI_O (0 + 1) (7 + py) — Bpiapiy
tD k—T1—Y1— " —Tk—1—Yk—1
x/ Consider an observation periai¢. During this period, there
for(tpr) = ak+1§1’i+1:0 are \,At new call arrivals to a cell. These new calls generate
: i At handoff calls. From the homogeneous cell structure, the
XH(MG_“”’” fugeFeY) rate.of r_landoff calls leaving this cell equals the handoff rate
Pl flowing into the cell. Among the new and the handoff call
X fhg e HeTht arrivals, (1 — P,)F; 1 A\, At new calls and 1 — Fy)P; 2 A\ At
\  dopyr dyr dog - dyy dey, L E>0 handoff calls will be forced to terminate due to interruption.

(12) Thus, the number of blocked calls at the cellis\, At +
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POt + (1 — PP 1 AAt+ (1 — B)P; 2, At, and the From (20) and (21), (19) is rewritten as
incompletion probabilityP,,. is expressed as
(1 = @)pa(n + 1) (20 + 1w + p1y)

p,, = LAl T DAt Flfen] = [(n + 1) (1 + 1y) — Bpiciy]?
- Aot (1 — s
L A= B)RaAAL+ (1 = B)PiaAn At )+ p1y) — @Bprapiy
Ao ot n(n + py) (20 + pa + p1y)
=P+ ;—’ P+ (1 - PPy + i (1—PB)P,,. (18) [(n+ pa)(n + 1) — aBpiapey]?
o - U . (22)
Let ., be the channel occupation time of a new call that is (4 pa) (0 1) = ity

either complete in a cell or handed off to the next cell. Th§uppose that a call successfully hands avémes. Lett, ; be
expected value[t.,] is derived as follows: the period between when the MS moves into ¢edhd when
the call is complete [see Fig. 1(a)]. The peripd is called the
Elten] = E[tc wherer,,, > t] excess life oft., which has the density functiofi. ;(.;) for
+ E[r,, where for allk > 0,t < 7, <tx +zx41] all i > 1. Let 2} denote the period between when the call is
(19) handed off to celf and whene; ends [see Fig. 1(a)]. K., ; is
exponentially distributed, then from the excess life theorejm,
where andz; have the same density function, afid,(¢.;) = f.(t.).
Let ¢.;, denote the channel occupation time of a handoff call.

E[tc Where7}n>tc] :/ / tcﬁefmmfc(tc)d’rmdtc It is apparent that
=0 J 7, =t

= Elt.n] = Elton]. 23
- [ b, ] = Pl @)
tCZO Let ¢.;, denote the channel occupation time of a new call
= —d—f:(s) which is either forced to terminate due to an interruption at
° 7= cell 0 or is handed off to the next cell during the interruption
_ (A= Jua(n+ p)(Zn+ pa +1y)  period. The expected valuBlt..,] is derived from Appendix
(7 + pa) (0 + ) — Briapey]? B, which is expressed as
(1 — a)ua;
- 20 _
(14 1) (0 + 1y) — Bz pry (20) Eltein] = a1l = Bz pry (20 + pa + uy)2
(0 + ) (0 + 11y) — aBhiapiy]
and |

(0 ) (0 1) — APty
napiz (20 + pig + fiy)

o0 oo oo oo +
=> / / / Tm fr (e )ne™ " [(7 4 b ) (0 + p1y) — @By
k=0 tr=0 T =tk Tpp1=Tm —tg — Wt . (24)

1y [(0 + ) (0 + p1y) — Brinpsy]

E[r,, where for allk, t), < 7, < tg + 2r11]

X e Mkt da:k 1 dr, dtk:| . .
* T Let ¢.;, denote the channel occupation time of a handoff call

0 = which is disconnected due to the interruption. Similar to (23)
=2 {/ Fu(trmet=t
k=0 B0 Eltein] = Eltein]. (25)
X [/ Tpe” TR T l} dtk} . ) . .
— The net trafficp to a cell consists of four parts: i) the traffic
o , of A\, (1— F; 1)E[t.n] generated by nonforced-terminated new
= {(U-ﬁ-ua@)[ t . trfr(tr)e™” kdtk:| calls, ii) the traffic of \,P; ; E[t.;,] generated by forced-
k=0 k= terminated new calls, iii) the traffic oh,(1 — P, 2)E[t.s]
+ { } { —nty dtk” generated by nonforced-terminated handoff calls, and iv) the
(n+ p) traffic of A, P; 2 E[t.;»] generated by forced-terminated hand-

* off calls and
—Z < + ><_dffl§;8) >+(nﬁ(n))2]
kmo LN He s=n) AT He p=Ao(1 = P.1)E[ten] + M(1 = Pi2)Efter]
- [(771(77;)/(5) +(2Z e :i B + 0Py Eltein] + NPy 2 Eltein]. (26)

— Ui . (21) With net traffic p, the channel allocation for RES1 can be
(n+ pa)(n+ py) — ABlizpy modeled by anM/G/C/C queue [6], and the blocking
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probability P, is expressed as

(p°/ch)

(el

S (i)

=0

P, = (27)

.

1313

and

ape (1 — B)py
(0 + pa) (0 + py) — aBpizpy
(1 = B)pan
(1 + 1) (7 + py) — Bpiapny”

Po=

(35)

can be obtained by assigning an initial value Jar, and then
iterating (1) and (27) until they, value converges. Finally, the P,.

call incompletion probability can be obtained from (18).

B. An Analytic Model for RES3

The analytic model for RES3 is similar to that for RES1 Elt.,] =
except for Case lll. In this case, MS makes a call reestablish-
ment request to cell 1. If cell 1 has an idle channel, then the

call can be reestablished in RES3. We have

Pr[Case Ill in RES3 occuts
=Prltpr < 7o <tpx +ur+1 and ypqr < 2pqa]
= Pr[Case Ill or V in RES1 occlirx j. (28)

From (14), (28) is rewritten as

Pr[CASE Il in RES3 occurk
afpizn
= . (29
(1 + ) (1 + py) — QB piy

From (8) and (29),F, ; in RES3 is expressed as
P, =Pr[Case | in RES3 occufs
+ Pr[Case Il in RES3 occuts
_ n(n + py)
(0 ) (0 1) = aBriagy
n aPBuzn '
(1 + 1) (0 + py) — @Ppiapy

(30)

Since the call is forced to terminate for Cases IV and V in

RES3, F; ; is expressed as follows:

P;; =Pr[Case IV in RES3 occufs

+ Pr[Case V in RES3 occufs (31)
From (14)

Pr[Case V in RES3 occufs
=Piltpr < Tm <tpr + Yrt1

=(1-23 bz T] .
( /) * (77 +Nw)(77 +Ny) - 06/3/%:#3;

From (11) and (32), (31) is rewritten as
Oéu,;(l — /j)uy
(0 + pa) (0 + 1) — Bz iy
ol = B)pan
(1 + 1) (0 + py) — aBrisp,

and Yr41 > Zry1)
(32)

P =

(33)

Similarly

(1 + py)
(0 + pa2) (0 + pry) — Bz iy
afpgn
(0 + 1) (0 + pry) — aBreapy

Ph2:

2

(34)

AL
—P)P1+ —

An
Pb-l-—}Pb—i-(l N

v (1- PP

- (36)

The expected valu&|t,.,,] for RES3 is derived as follows:

Elt., where 7,,, > t.]
+ E[r,,,where for allk, tg, < 7, < tg + Tp1]
+ Eltpr + yry1, Where for allk,
tp ke <Tm<tpk +Yr+1 aNdyr+1 < zp41]-
(37)

Since 8 = Prlyr+1 < 2zr41], We have

Eltp i + yr+1 Where for allk,tp i < 7 <tk + Yrt1
andyi41 < Zig1]
= E[tp i + yr+1 Where for allk,

tD,k < Tm < tD,k + yk+1] /3 (38)

From (48) and (52), we have

Eltp x + yx41 Where for allk,
tpk < T < tpk + Yrt1 and Yrq1 < zpya]
__ noBua(2n+ pra + piy)
(0 + p12) (0 + p1y) — @Bpiapy]?
afnps
py[(n + 1) (0 + py) —

From (20), (21), and (39), we have

. 39
Bz iy (39)

(1 — )z ( + p2) (20 + i + p1y)
(7 + 1) (0 + py) — @Bpiapry]?
3 (1 - a)ps
(1 + pa) (0 + py) — By
(1 + 1) (20 + prz + p1y)

(7 + p2)(n + 1) — Bpiapey]?
n

(1 + 1) (0 + 1) — Bliapy
noBis (20 + pz + 1)
(0 + pr2) (0 + p1y) — @PBpiapy]?
afnps
1y [(n + p12) (0 + p1y) — @Biapy]’

Elten]. Eltein] is

E[tcn] =

(40)

Similar to the derivation for (23)F[t.;] =
derived as follows:

Eltcin]) = Ete Wherety < 7,]
+ E[tpx + yr41, wWhere for allk,

tp ke <Tm<tpr + yrt+1 andyrp1>2141 (41)
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5.0 32

x : RES1

4.5
4.0

35 _‘l__’/

3.0 4
Prc 9.5 Pre
(%) ~ _/ (%)
2.0
154 x: RES1

1.0 o: RES2

14 0.5 4 *: RES3
0 | SR BN S S e— 0.0 :
1 2 3 4 5 6 7 8 9 10 2.0 2.5 3.0
ez P Ao/ e a
Fig. 7. The effect ofu. (solid: simulation; dashed: analysis). (@ (b)

Fig. 8. The effects ofA, and o (solid: simulation; dashed: analysis). (a)
The effect of\, and (b) the effect ofx.

where
Eltp r + yr+1, where for allk, 4.0
Dk <Tm<tp ik + Yrt+1 aNdypip1>2541] a5
= E[tpx + yr+1 Where for allk, '
ok <Tm <tpr+ut] x (1—05). (42) 307
From (47), (48), and (52), (41) is rewritten as 2.5
1 — B)fem iy (2 -+ i Pre - Pr.
Elta] = 3= Dttaity (20 + pta +uJ)2 o 20 o
(7 + 1) (1 + py) — aBpizpiy]
1 1.5 x : RES1
(1 + 1) (0 + 1y) — ABpa ity 10 o: RES?
na(l — B)pa(2n + pa + 11y)
(0 + p2)(n + ) — Bpiapey]? 087 »: RES 05- +: RES3
_ ol — B . (43) 0.0 [ 0.0 : :
Py [(0 4 112 ) (0 + f1y) — Bhizity] 0.3 05 0.7 5 10 15 20
Similar to (23) 0/ ty/ba
b
Elten] = Eltein). (44 @ O |
Fig. 9. The effects ofy and y, (solid: simulation; dashed: analysis). (a)
Following the same reasoning for (28), the net traffifor The effect ofy and (b) the effect of..
RES2 is
p=Ao(1 = P, 1)E[ten] + M(1 = Py 2)Elter] These figures indicate that both analysis and simulation are
+ )\o-Pi,lE[tcin] + )\h-Pi,QE[tcin]- (45) consistent.
The probability P, for RES3 can be obtained by the same IV. PERFORMANCE EVALUATION

interact_i\_/e algorithrr_l for RES1, and the call incompletion This section compares the performance (specifically) of
probability can obtained from (36). the three call reestablishment algorithms. In this comparison,
input parameters such gs A,, andu, are normalized by,
For example, if the expected time of a conversation period
The analytic models were validated by simulation experii/u,) = 30 s, thenp, = 10p, means that the expected
ments. In the simulation experiments, we considered 6 interruption time is 3 s.
wrapped mesh cell structure. The simulation model follows Effect of..: Fig. 7 plots .. as a function ofy., where
the discrete event approach as in [7] and [5]. RES2 is eval-= 0.2, n = 0.7, A, = 24, and pu, = 10u,. Note that
uated by simulation experiments without analytic modeling?,.. for the basic scheme (GSM without call reestablishment)
In Figs. 7-9, the solid curves represent tHe. curves based is about 20% for all:, values, which is not shown in Fig. 7.
on simulation, and the dashed curves are based on analy§ke figure indicates thak, . increases ag. increases for all

C. Simulation Validation
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three RES algorithms (because the larger ghethe higher if the MS moves into a new cell). The analytic models
the probability thaty; > =z;, and thus the probability of are validated by simulation experiments. Our study indicated
call dropping). We observe that the,. for both RES1 and that call reestablishment can significantly reduce the call
RES2 are almost identical. When. = u,, RES3 results in incompletion probability for interrupted calls (more than 80%
35% improvement over RES1 and RES2. When= 10u,, improvement was observed in most cases of this paper).
the improvement of RES3 becomes insignificant. For a lar§erthermore, we observed that both RES1 and RES2 have the
1., an interrupted call is likely to be forced to terminatesame performance, and RES3 may significantly outperform

due to z; expiration, no matter the MS moves into a neviRES1 and RES2, especially for long small call arrival rate
cell or not. In this case, three call reestablishment algorithms and large mobility rate;.

have the similar performance. Thus, we conclude that RES3
significantly outperforms RES1 and RES2 whenis small.
Effect of\,: Fig. 8(a) plotsP,.. as a function of\,, where
a =02 n1n=07u, py = 10p,, and p, = 1.0p,. It is
apparent that>,. increases as, increases. The figure indi-

APPENDIX A

INPUT PARAMETERS AND OUTPUT MEASURES
The input parameters and output measures used in this paper

cates that RES1 and RES2 have the same performance. Wéienlisted as follows.

Ao = 2.0u,, RES3 has 35% improvement over RES1 and

RES2. When\, = 3.0y, the improvement is 30.3%. Thus,|nput Parameters

the improvement of RES3 over RES1 and RES2 becomes morg\
significant as\, decreases. o

Effect ofa: Fig. 8(b) plots F,,. against«, where n = L
0.7%e, Ao = 2pa, By = 10u,, and p, = 1.0u,. AS « 1/pa
increases, a call is more likely to be interrupted, dngd is Yi
larger. Whena = 0.1, RES1 and RES2 outperform the GSM i/’“‘y

basic scheme by 84%. Whem = 0.3, the improvement is
81%. Thus, RES1 and RES2 significantly outperform the basic
scheme for all values. Wheny = 0.1, RES3 outperforms
RES1 and RES2 by 37.2%. When= 0.3, RES3 outperforms
RES1 and RES2 by 33.8%.

Effect ofn: Fig. 9(a) illustrates theP,. performance for
various mobility raten, wherea = 0.2, A, = 2u,, yy = 1’77i
104, and p. = 1.0p,. Fig. 9(a) shows thaf’,. increases 77
as7 increases for RES1 and RES2. For a largean MS is Tm
likely to move to a new cell during an interruption period.

For RESS3, P, is not effected byn because the interrupted

Zi

New call arrival rate to a cell.

ith conversation period.

Mean conversation period time.

ith interruption period.

Mean interruption period time.

Probability that at the end of a conversation period,
the radio channel is interrupted.

ith interval between when the interruption begins
and when the first of the following two events

occurs: i) the interruption timer expires and ii) the

remote party hangs up the phone.

Residence time of the MS at cell

Mean MS residence time.

Period between the arrival of the call and when the
MS moves out of cell 0.

calls can be reestablished when the MS moves to a new c8lHtput Measures

With 7 = 0.3, RES3 outperforms RES1 and RES2 by 20%, ),
and withn = 0.7u:,,, RES3 outperforms RES1 and RES2 by p,
35%. Thus, the improvement of RES3 over RES1 and RES2
becomes significant ag increases.

Handoff call arrival rate to the cell.
Probability that all channels are busy when
a call (either a new call or a handoff call)
arrives.

Effect ofy.,: Fig. 9(b) plotsF,. as a function of.,, where  p, , (B, ,) Probability that a connected new (handoff)
a = 02,1 = 07, Ao = 24z, @d o = 1ps,.. This call at the cell will handoff to the next cell.
figure indicates thaf’,. decreases gg, increases. Note that Pi1 (Piy) Probability that a connected new (handoff)

increasingu,, has the same effect as decreasppg When

fy = Spz, RES3 outperforms RES1 and RES2 by 31.8%.
When p, = 20p., RES3 outperforms RES1 and RES2 by p, .
37.2%. Thus, the improvement of RES3 over RES1 and RES23
becomes significant gg, increases.

te

V. CONCLUSION t

We proposed analytic models to investigate the performancet..,,
for GSM call reestablishment service. The call reestablishment
algorithms under evaluation are RES1 (the radio channel is
reserved during interruption; the call is not reestablished if ¢.;,
the MS moves into a new cell), RES2 (the radio channel ist.;,
not reserved during interruption; the call is not reestablished
if the MS moves into a new cell), and RES3 (the radio
channel is reserved during interruption; the call is reestablished

call at the cell will be disconnected due to
interruption.

Probability that a call is not completed.
Probability that a call is reestablished after
interruption.

Call holding time of a complete call without
considering the handoff effect.

Holding time for the firstk cycles of a call.
Channel occupation time of a new call that is
either complete in a cell or handed off to the
next cell.

Channel occupation time of a handoff call.
Channel occupation time of a new call which
is either forced to terminate due to an inter-
ruption at cell 0 or is handed off to the next
cell during the interruption period.
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tein Channel occupation time of a handoff calwe have
which is disconnected due to the interruption.
tei Period between when the MS moves into cellE[y,1 where for all; k,tp <7, <tp r + ya+1]
1 and when the call is complete. 00 00 00
p Net traffic to a cell. = Z / / Ioapr)ne™" (T — tp.k)
k= tp e=0J 71T =tp
APPENDIX B X C_”y(T”_tD"’)ddetD,k]
DERIVATION OF Elten] -
This appendix derives the expected vakie.;,.] as follows: Z / / foa(tpx)ne
—0 tp x=0 J7n=tp
N = 4 7 1
Eltein] = Elter wheret. <] x —e Po(Tm—toa) gr dtD,k:|
+ E[tp i + yr+1 Where for allk, Hy
D <Tm<tpi + Urt1] =D-F (49)
= E[to wheret. <r,] here
+ E[tp xWhere for allk, tp x <7 <tp.r + Yr+1]
Elyis1 Where for allk = .
+ Elyr+1 ) D= Z / / o x(tpa)ne ™
tD7k<Trn<tD7k =+ yk—l—l]- (46) —0 =0 JT.=tps
Following the same derivation for (20), we have X (T — tpg)e e Ttw) ddetD,k]
d */(3) o =9}
Eltowherety <] = — =<+ = / fox(tpx) [L}
ds s=n kzzo { tp,ks=0 ' ' (77 +Ny)2
_ o = By (20 + pra + p1y)
[(7+ 1) (0 + 11y) — @Bric iy ? x e (i)t dtD,k}
1
- (47)
(1 + pa) (0 + py) — Bty
=& + . Z bl
and Y =
_ naﬂx (50)
Eltp.1. where for allk, tp x<7m<tp.s + Yis1] (4 )7+ p2) (1 + 1y) — @Ppiapiy]
| [ > > and
= Z [/ / / tpxfox(tor)
k=0 [/t 4+=0JTm=tp s Y Ur+1=Tm—tD o0
E=3, [/ / foa(tpr)ne™ "™
X ne” T py eI dyg g dr dtp g k=0 L/tpw=0 Jrm=tn.
1
x <—)e—w<m—tw> T dtn,k}
()
N+ fy . |: n :|
o [ poo - Ly (4 1)
X {Z [/ tpafpr(tpr)e ntD’kdtD,k]} PR -
k=0 fD:o 0 « {Z [/ fD,k(tD,k)e_ntD’k dtD,l;| }
< U ) Z fD k k=0 tp =0
n + /“Ly =0 s=7n
= Z o
_ nouts (20 + fre + fiy) (77 +1y) k=0
T+ )+ ) = aBpe 2 = il , (51)
N pry[(n+ p2)(n+ py) — aBraiy]
T T+ ) =Pl
z — af iz i, . .
1 Py /R Ha T My Halty From (50) and (51), (49) is rewritten as
Since
- Elyx+1 where for all k,tp < 7 < tp ok + Yat1]
/ yk_|_1/¢LyC_/Lyyk+1 dyk-l—l _ Ty
Ykt =Tt k (n+ w0+ 1) (0 + 11y) — Ppiapiy]
= (T — tp g )e Ho(Tm—tor) _ ief”y(ﬂ“*t”’“) - e (52)

Ha 107+ 112) (1 + 1) — Blitty]
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