574 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 46, NO. 5, MAY 1999

Three-Dimensional Filtering Approach
to Brain Potential Mapping

Pei-Chen Lo,Member, IEEE

Abstract—The spatial distribution of electroencephalogram (between eight and 25) is used in clinical applications, which
(EEG) features on the scalp surface, both in time or frequency, is |imits the spatial resolution. To obtain a better illustration
of great importance in clinical applications and medical research. of brain potential distribution, sophisticated processing is

Traditionally, mathematical methods based on interpolation al- . .
gorithms have been widely applied to obtain the EEG mappings. required. The EEG mapping has been mostly represented by

This paper presents an innovative approach to reconstructing @ two-dimensional (2-D) projection viewed from the vertex
the brain potential mappings from multichannel EEG’s. The (top-view) or from a lateral orientation (side-view) [3]-[6] for
three-dimensional (3-D) filtering approach, differing from the  decades. Recently, the EEG mapping has utilized advances

numerical interpolating methods, considers the spatial distri- ., -omniter graphics and mathematical tools, in hopes of
bution of brain potentials as a 3-D signal, which is processed

and interpolated according to its spatial frequency characteris- Providing more aspects regarding the complex brain dynamical
tics. The performance of the 3-D filtering method evaluated on mechanism. For example, the 3-D representation of brain po-
simulated brain potentials is shown to be comparable to the four- tentials on an anatomically realistic head enables visualization
nearest-neighbors method. Moreover, the 3-D filtering method is of the EEG mappings in every direction [7]-[9], and the
superior to the spherical splines method in efficiency. Two main : : . . :

advantages of this method are: the prospect of developing real- §pat|0-temporal Lgplaman field representatlon.S|-mult.ane0usly
time, animated EEG mappings utilizing powerful digital signal involves the spatial and temporal characteristics in three-

processors and its capability of processing and interpolating the dimensional (3-D) sample space [10].

brain potentials on the realistic irregular scalp surface. The interpolation methods developed to construct the EEG
Index Terms—Brain potential mapping, electroencephalogra- Mapping are mainly adapted. frpm math.ematicall (numeri-

phy (EEG), EEG mapping, interpolation methods, multidimen- cal) methods. Among the spatial interpolation algorithms, the

sional digital signal, three-dimensional (3-D) digital filter design four-nearest neighbors (4NN) method [11], [12] presents the

by frequency transformation method. advantages of ease of computation and arbitrary electrode
locations accompanied, however, by the drawbacks of map
|. INTRODUCTION discontinuities and extrema located at recording sites [13].

LECTROENCEPHALOGRAPHY (EEG) is an importantThe surface spline interpolation method [13]-[16], another
commonly used method, overcomes these drawbacks, yet at

clinical toc_)l for diagnosing and m.on|tor|ng. Fhe nervou he expense of computational complexity. Other interpola-
system regarding normal or pathological conditions [1], [2 ign methods [17]-[21] based on approximation and varia-
In the field of EEG study, the spatial or topographical feature: . . ) . :

provide an access to the detection of focal EEG phenomgr'woanal techniques focus on fitting the interpolating function to

that have a relationship to focal pathology [1], [2]. Thgcorded values. Excessive computation time may be required

spatial distribution of EEG features (to be called the “EE r convergence of the intgrpolating function t_o the ac_tual
mapping” or the “brain mapping”) over the scalp surface iém?t'on [20]. These processing methods are bqsma!ly Qe3|gned
thus of great importance. In clinical applications, its graphic? interpolate and smooth the scalp potential distribution.

display is an easy and straightforward aid to visual inspecti ri]ltering is capable of performing the tasks of smoothing

of focal activities. A number of methods and technique%nd interpolation. Furthermore, the computer technology has

have been used for constructing the EEG mapping frombgen advancing toward the era of multimedia informatics

finite number of known values, which are limited by th nd virtual reality. Researchers in the biomedical engineering

number of recording electrodes. The quality of brain potenti Fldl hav]? shown grgat interles_:t in .dke‘:v.eloping .anl f?}”imamd
mapping is therefore largely dependent on the interpolatiGiPP'ay O EEG mappings evolving wit tlme. D'g'Fa litering .
methods and sufficiency of spatial information which involvetsmhn‘)lc’@Jy provides an access to real-time animated brain

the number of recording electrodes and sites of electroﬂgtem'al mappings thanks to the efficient realization and

placement. In general, a finite number of recording electrod&dplémentation in hardware. It is the major motivation for
developing this research study.

_ _ _ _In the problem of brain potential mapping, we deal with a
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getting more conspicuous and urgent. Applications of 3-D The basic idea of the method is to convert a

filters could potentially be a prosperous field in many practicahe—dimensional (1-D) zero-phase FIR filter into a 3-D

problems. Yet the theory of design and implementation ohe, through a substitution of frequency variables. The

3-D digital filters is still in its infancy although it has well transformation function performs this variable substitution.

matured in the two-dimensional (2-D) cases [22]. IntuitivelyBy using an optimal 1-D filter, one might possibly obtain an

a few methods for 2-D finite impulse response (FIR) filteoptimal 3-D filter if the transformation function is cautiously

design can be straightforwardly adapted for designing high@esigned. The design technique involves two strategies:

dimensional FIR filters with manageable filter characteristict) designing a 1-D zero-phase prototype filter which is

Problems then occur, such as “what are the appropriate filexpressed as an expansion of a Chebyshev polynomial, and 2)

specifications” and “how to implement them to perform EE@esigning the transformation functidfi(w;,ws,ws) which

mapping.” is the discrete-space Fourier transform of a 3-D sequence
In this paper, we describe an alternative method for cot{ni, n2,ns].

structing the brain potential mapping on the scalp surface. This

method, to be called the “3-D filtering method,” allows us ta. Representation of 1-D Zero-Phase Filters

implement fast construction of the brain mapping directly froras Chebyshev Polynomials

the recorded potential values (raw EEG) or from processed

gatal' Ac?(t)kr]dn;gly, It proy|des at.potent;al_ t?ﬁl ];Ot[ real't'r?.q -D zero-phase filter with lengtBN + 1. Then it must be
dispiay ot the brain mapping continuously In e 1uture, whicg, o, symmetric with odd lengtf2N + 1):h[n] = h[—n],
is promised by advances in digital signal processing technique

— < < .
and hardware technology, such as signal processing chips %nifregsez as V. The frequency responséf(w) can be
microprocessors. In addition, the proposed method is capa i(

Let h[n] be the impulse response of an optimally designed

of handling any irregular realistic head shape. There is no N N
need to make an assumption of a spherical head shape. Adf4w) = h[0] + > 2h[n]cos(wn) = > a[n] cos(wn) (1)
consequence, it provides an alternative approach to displaying n=1 n=0

the 3-D EEG mapping on a realistic head model. To explofghere the coefficients[n] are directly related to the impulse
the feasibility of the 3-D filtering approach forthemterpolatlorpesponseh[n] and the functioncos(wn) is the nth order

and smoothing of the EEG mapping, we require that thehepyshev polynomialP,[] in variable cos(w). According
performance of this method is comparable to those othgythe Chebyshev polynomials

commonly used methods. In order to test the performance and

make the comparison with the other methods, the spherical Folcos(w)] =1

current dipole model [23]-[25] is used to simulate the brain p, [cos(w)] = cos(w)

potential distribution on the scalp surface. The 3-D filtering s P _p

approach will be applied to a set of 19, 33, and 45 sampled 2[cos(w)] cos(w) Pyfeos(w)) blcos(w)]

potential values to construct the EEG mapping. The results :

zqtrzthcgg;pared with those of the 4NN and spherical splines Pycos(w)] = 2cos(w) Po_1[cos(w)] — Pa_s[cos(w)]. (2)

This paper is organized_ as follows: In Sec_tion I, we iIIusThe cos(wn) term in (1) can be substituted b, [cos(w)].

trate an approach for designing a 3-D FIR filter. The idea e frequency responsé(w) then becomes a polynomial of

basically an extension of a 2-D FIR filter designed by theos(w)

frequency transformation method [26]—-[30]. The application N

of the 3-D filtering method to brain potential mapping is _ : "

discussed in Section Ill. Section IV first elaborates on the H(w) = z_:b[”][cos(w)] (3)

issue of determining the 3-D filter specifications (mainly the =0

filter bandwidth). Then, its performance is compared to thehere b[n] can be related to:[n] using (1) and (2). The

well-known 4NN and spherical splines interpolation methodfequency responsH (w) expressed in the form in (3) is ready

Section IV also evaluates the efficiency of the three methods.be transformed into the frequency response of a 3-D filter,
H (w1, wq,ws), with cos(w) substituted by a function of the
3-D frequency variables (w1, wa, w3)

Il. DESIGN OF 3-D FILTERS H(wy, w2, w3) = H(w)|cos(w)=T(wr,ws,ws)
The frequency transformation method, known as the Mc- B al bl " 4
Clellan transformation [26], is a useful technique for designing = 2:0 [T (w2, w)]” (4)

2-D zero-phase or linear-phase nonrecursive filters. Detailed
reviews of the 2-D FIR filter design with the McClellanT'(w;,ws,ws3) is the transformation function. From (4), the
transformation can be found in Lim [22] and Dudgeon anchagnitude of the frequency response at any particular fre-
Mersereau [30]. In this section, we discuss in more techniaglency w = w; will be preserved inH (w;, w2, ws), that
detail the transformation method extended to 3-D FIR filtés, |H (wy,,ws;, ws;)| = |H(w;)| through the transformation
design and its implementation to brain potential mapping. cos(w;) = T'(w1,,ws;, ws;). Accordingly, the 1-D frequencies
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are mapped into 3-D surfaces [a selof;, wo;, w3;)'s] in the n

3-D frequency space. The mapped loci of constant magnitude

in the (wy,wq,ws)-space are called isopotentials [30] and

the 3-D surfaces created by the transformaties(w,;) = .

T(wy;,wa;, ws;) Will be called isopotential surfaces. Then the . ] s U3
resulting 3-D filterH (w: , w2, w3) evaluated on the isopoten- I,
tial surface equald (w;). That is, the magnitude character- 16
istics of H(w) will be preserved inH (wy, w2, ws). It is one ‘. N L Ve

of the advantages of the McClellan transformation method. 116 FE I | ® i
Since values of the 3-D filteH (wy,ws,w3) are directly 1132 ) e
translated from values of the 1-D prototype fillé(w) on the (1.-1,1) .1/8. e w2
isopotential surfaces, the shape of isopotential surfaces and .1/32 S .Q /g

frequency characteristics d (w) are two factors affecting : ' 116 } ,,’%ﬂz
the frequency characteristics 8f(wy , wq, w3). Design of the Vie @ ' A
transformation functiorf’(w;, w2, ws3) is central to the shape
of isopotential surfaces.

1/8

e -, 1/
116 N T
118 @16

132 @ .

B. A 3-D Transformation Function Modified from McClellan’s s

VY

S . . ni
In the McClellan transformation, it is an essential require-

ment that|T' (w1, we,ws3)] < 1 since Fig. 1. The 3-D sequenceny,nz,ng). Its sample values determine the
coefficients in the transformation functiéh(w , w2, ws).
T(w1,wa, ws) = cos(w). (5)
function in this study
As T(wy,ws,ws) is the discrete-space Fourier transform of a
3-D sequence[n;, nz,ns3), T(wy, w2, ws) can be expressed asT (w, wa, ws3)

31 1 1
T(w1,ws,ws) =-7 + 1 cos(wy ) + 1 cos(ws) + 1 cos(ws)

—jJwiny —jwasng —jwsn 1 1
= ZZZ t[ny, na, nale” TN e IRz (6) +ZCOS(U}1)COS(U}2)+ZCOS(wl)COS(wg)
[n1,m2,m3]C Ry
1 1
. ] ) + = cos(ws) cos(ws) + = cos(wi ) cos(ws) cos(ws) (8)
where R, is the region in the[ni,ns,ng]-space that 4 (1) cos(ew) 4 () cos(ws) cos(ws)
#[n1,m2,ns] # 0. Hence design of the transformation funCt'OQhrough which the transformed 3-D low-pass filter possesses

tT(wl’wQ’w?’)Nrequ'fs }get_ermmanor:l of the 3bIID SfeqU(chgpherically symmetric properties in the low-frequency region.
[n1, 72, n5]. Normally, R, is as small as possible in ordery,. 3y yransformation function in (8) guarantees the maps
to minimize the number of nonzero sampleshdfi;, n2,n3],

: X . f 1-D f ies i -Df isfyi
impulse response of the 3-D FIR filter. It is shown that for 2-8 requencies into 3-D frequency space satisfying

low-pass filters, a & 3 square shape is a reasonable selectiaros(0) = 7°(0, 0, 0) (9a)
for R; [22]. McClellan proposed the transformation function cos(n) = T(x,0,0) = T(0,7,0) = T(0,0,r)
1 1 1 =T0,7,7) =T(x,0,7) =T(r,m,0) = T(m,m, 7).
T(wy,ws) = -5 + 3 cos(wy) + 5 cos(ws) (9b)
1
+ QCOS(wl)COS(W) ™ In (9a), we impose the constraint that = 0 be mapped
to (wy, w2, w3) = (0,0,0), which assumes a 1-D low-pass
which corresponds to a 2-D sequencgd,0] = —1/2, filter is transformed to a 3-D low-pass filter. The constraint
t[1,0] = ¢[0,1] = ¢[-1,0] = ¢t[0,—1] = 1/4 and of mappings in high-frequency regions (9b) is not a crucial

t1,1] = ¢[-1,1] = ¢[-1,-1] = ¢[1,-1] = 1/8. Based factor in the designing procedure. In addition, the trans-
on the McClellan transformation function in (7), the resultinfprmation function in (8) always satisfies the requirement
2-D filters have nearly circular isopotential contours in lowk (w1, w2, ws)| < 1 in the entire2x x 27 x 27 region. The
frequency regions. However, the deviation from circuleé8-D sequence[ni,nq,ns], thus, has a % 3x 3 region of
symmetry becomes prominent in high-frequency regions. support (R;) as shown in Fig. 1. The isopotential surfaces
fact, this does not cause a problem in our application sinobtained bycos(w) = T'(w1, w2, ws) for the 1-D frequency
the brain potential distribution exhibits low spatial frequency = 0.17 and 0.57 are plotted in Fig. 2. Only the surface
characteristics. The circumference of passband region usuatiythe hemispace ofu; > 0 is shown since the surface is
does not exceed the frequency regions meeting spherisgimmetrical with respect to théw,,w.)-plane. Notice that
symmetry in the 3-D FIR filter design. Based on the McClellathe isopotential surface intersects thg-axis atws = w
transformation for 2-D cases, we derived a 3-D transformatigwhen w; = ws = 0). It can be well explained from the
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(w1p,wap,wsp) ON the spherical surface defined
&« whenw,=w,=0 in (10c), the corresponding 1-D frequency can
be determined by, = cos [T (w1p, wap, wsp)].

The largestu, is chosen as the passband cutoff fre-
quency ofH(w) such that the isopotential surface
cos(wy,) = T(wi,ws,w3) completely encircles
the entire passband region. Similarly, the stopband
cutoff frequency is the smallest value in the set of
w), obtained fromw’, = cos™ [T(w1s, was, w3s )],
where the (w;,wa,,wss) IS any point on the
spherical surface defined in (10d). This guarantees
that the stopband region is completely outside
the isopotential surface defined hys(w.) =
T(wy,wq,w3). As a result, a 1-D filter specified
by the passband and stopband cutoff frequencies
wy, andw; will lead to a 3-D filter that meets the
specification in the passband and stopband regions
respectively. According to the approach described
above, we obtained the 1-D filter specification:
{6/, = 0.134,8, = 0.030,w, = 0.087,w, =

Ws w, =w=0.1%
T 3

0.1797}.
Step 2) Design the 1-D filter that meets the specification
®) obtained in Step 1:
Fig. 2. The isopotential surfaces for (@)= 0.17 and (b)w = 0.57. The Parks-McClellan a|gorithm requires an order

of at least 29 for the 1-D filter to meet the specifi-

transformation function evaluated at = w, = 0 which cation obtained in Step 1. A higher order of 31 was

givescos(w) = T'(0,0,ws) = cos(ws). Likewise, the surface used in order to allow the possible deviation from

intersects thew,- and wy-axis atw; = w and wy = w, the specification when transformed to the 3-D FIR
respectively. filter

With a givent[ny, n2, 1], the designing strategy was re- gian 3y petermine the impulse response of the 3-D FIR
duced to the translation of the 3-D filter specification to filter:
the specification of the 1-D prototypél (w). The H(w)
was designed to meet the filter specification by using the
optimal 1-D filter design technique developed by Parks and illustrated in Fig. 1, we could determine the 3-D

McClellan [31], [32]. From¢[ny, no, n3] andh[n], a 3-D filter filter coefficients ink by using (1) and
h[n1,n2,n3] was obtained by using (1) and (4). ). [ 2, ma] bY g (@)

From the 1-D filter:[n] designed in Step 2 and the
parameters of transformation functitjmy, 72, ns]

The resulting 3-D FIR filter retains the equiripple charac-
_ _ _ _ teristic in H(w). It can be observed from a 2-D slice of the
Following the filter design concept described above, we ug@quency responsél (w;,w,,ws), obtained by intersecting

C. A Design Example

a specific example to illustrate the design procedure. Consiggs (wy,wy, ws)-space atws = 0. As shown in Fig. 3,
the filter specification for a spherically symmetric 3-D lowthe magnitude response at the intersedted, w,)-plane is
pass filter illustrated by a monochrome image, in which the brightest
8, (passband tolerance) 0.134 (10a) 9ray level corresponds to the maximum magnitu_d(_e response
and the darkest gray level corresponds to the minimum one.
65_£stopband tolerance; 0.030 (10b) The equiripple phenomenon is apparent in the stopband region,
|| w || = 0.087 (passband cutoff frequency) (10c)yet it is unperceived in the passband region because of
||w, || = 0.18x (stopband cutoff frequency) (10d)the very narrow passband width assumed in this particular
example. Notice that the contours correspondingodw) =
the design procedure is illustrated below [22]. T(wy,wo,ws) deviate from spherical symmetry in the high-
Step 1) Translate the filter specification df (w;,w2,ws) frequency regions (approximatelys|| > 0.45x), which does
to the specification ofd (w): not substantially affect performance of the filter since those
Given the 1-D filter specification(s,,, 6;,w),,w.}, regions are outside the passhand of the 3-D filter.

the passband and stopband tolerances should fol-
low 6;) = 6, andé. = é,, since the amplitude char-
acteristics ofH (w) is preserved it (w1, wa, w3).
Determining the passband and stopband cutoff An FIR filter can be implemented either by direct convolu-
frequencies requires examination of the sphericéibn or by using an fast Fourier transform (FFT) algorithm. In
surfaces defined in (10c) and (10d). For eaocbur study, it was found that the 3-D filtering process realized

I1l. EEG MAPPING USING A 3-D HLTERING METHOD
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@)

(7,m) max=1.024

-
( ) min=—0.029

Fig. 3. A 2-D slice of the frequency respongg w , w2, w3)
intersecting the w, wo, w3 )-space akws = 0.

. Fig. 4. The potential value at site P is determined from the potential of the
» obtained by hearest electrode (Cz) at the preprocessing step.

by the FFT algorithm is more computationally efficient irinterpolated potential values (i.e., filter's output values) on
comparison to realization by direct convolution. In additiorthe scalp. It was found in our experiment that the three input
the former method is simple and straightforward to realizpatterns initialized by the formulas given above resulted in the
In this manner, the constructed EEG mappinfni,n2, 3], brain mappings wittdewts < 5%. Therefore, the effect of the
is obtained by computing the inverse Fourier transform ifitialized input pattern on the EEG mapping is considered to
{H (w1, wa,w3) - X(wy,ws,ws3)}, where X (wy,ws,ws3) is be negligible in this study. We, thus, used the potential value of
the Fourier transform of a 3-D input sequende,n2,n3]. the nearest electrode site to fill up each cube. As is illustrated
From the output sequengén, ns, ng], we then extract output in Fig. 4, the potential value recorded at Cz is assigned to the
values afn;, n2, n3] corresponding to the topographical coorsite P, because Cz is the nearest electrode to site P. Regions
dinates of scalp surface for a final display of the interpolatedvay from the scalp surface have trivial effect on the scalp
EEG mapping. As a result, a merit of this proposed methedirface potential when performing the 3-D filtering.
is its capability of handling any irregular realistic head shape The potential distribution on the scalp surface was simulated
via a simple and straightforward way of data representatidoy the current dipole model consisting of a homogeneous
In this preliminary study, we applied the spherical head modgbhere of neural tissue surrounded by two concentric shells
in compliance with the performance evaluation based on th&different electrical conductivities representing the skull and
spherical current dipole model. This filtering approach exploigcalp [24], [25]. Consider a dipole source located near the
the computational efficiency of FFT algorithms, together withenter of the head (eccentricity 0.17), with the negative
the well-developed digital techniques. polarity oriented toward? = 35° (azimuth with respect to
One practical consideration is the preparation of the inpGz) andy = 15° (longitude with respect to T4) [13]. The top
pattern x[n1,n2,n3]. Since only a few points of known view of the true potential distribution is shown in Fig. 5(a).
(recorded) potential values are available, it requires a prepBased on the 19-channel recording montage shown in Fig. 4,
cessing step to assign values atlthg n2, n3]'s (“‘cubes”) near we extracted 19 potential values from the electrode sites.
the scalp surface. Intuitively, the initialized input pattern doespplying a 3-D FIR filter with the filter specification given
not significantly affect the output of the 3-D filter. To justifyin (10), Fig. 5(b) displays the interpolated potential mapping.
the hypothesis, we designed three approaches for preparingthss mapping is similar in spatial frequency characteristics
input pattern. That is, the potential value at a nonrecording site the true one in Fig. 5(a), except that the centroid of the
[n1,m2,n3] was determined by: 1) the potential value of thenost negative region has moved to the right. Note that the
nearest electrode site, 2) the average of potential values of thege of the interpolated potential values differs from the
two nearest electrode sites, and 3) the average of potentink of the true values. While increasing the passband width
values of the three nearest electrode sites. Then the thtges | = 0.407), the interpolated potential mapping in
input patterns were processed by the 3-D filter to generdiy. 5(c) involves high-frequency components, which cause
the EEG mappings. The deviation between two EEG mappingsspurious field distribution. From this mapping, we might
y1[n1, n2, n3] andyz[ny, na, n3] was quantified by (11), shown misinterpret the location of the source. An inference may be
at the bottom of the page, withV denoting the number of drawn from this result, that is, a deep source generates on the

\/% E[nl,nz,ng]&’scalp(yl [711, n2, 713] — Y2 [711, n2, 713])2

dev%= — T
{W Z[rm ,n2,ng]Escalp |y1 [711, na, n3]|}{ﬁ Z[rm ,n2,n3|Escalp |y2 [711, na, 713] |}

x 100% (11)



LO: THREE-DIMENSIONAL FILTERING APPROACH TO BRAIN POTENTIAL MAPPING 579

max=104

Potential Mapping Simulated ~ min=-105 3D Filtering (,=0.08n) min=—113 3D Filtering (w,=0.407) min= - 121
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Contours of Potential Mapping in Fig. 5(b)  Contours of Potential Mapping in Fig. 5(d) ~ Contours of Potential Mapping in Fig. 5(e)

() (h) @

Fig. 5. The brain potential mapping (a) simulated by a current dipole model and (b)-(e) interpolated by different methods using 19 potentialsdata poin
extracted from the simulated potential mapping in (a). The contours of the potential mappings in (a), (b), (d), and (e) were plotted in (f)-t{elyespec

scalp surface a potential distribution with low spatial frequendy the 3-D filtering method, resulted in a distorted potential
characteristic. The surface potential varies at a slow gradiemapping with the negative centroid transferring to the right.
An acceptable interpolation of the brain mapping can be o®n visual inspection, the spherical splines method performed
tained with a narrow-band low-pass filter (Fig. 3). Observingest among the three methods in this case study. The field
the brain mappings interpolated by the numerical methodsstortion is more visible by examining the contour plots in
[Fig. 5(d) and (e)], we found that the 4NN method, similaFig. 5(f)—(i), where the horizontal and vertical ranges of the
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TABLE |
ELECTRODE SITES IN THE 19-, 33-,AND 45-H ECTRODE ARRAYS

19-electrode |The 19 electrode sites defined in Fig. 4.

Add 14 additional sites to the 19-electrode array:

101 and 102: infraorbital electrodes [33]

MS1 and MS2: mastoid electrodes [33]

CB1 and CB2: skull-base electrodes (insertions of sternocleidomastoid and
trapezius muscles) [33]

F5 (F6): mid-point electrode between F3 and F7 (F4 and F8)

Cla (C2a): center of the quadrangle circumscribed by F3, Fz, Cz, and C3 (F4,
Fz, Cz, and C4)

Clp (C2p): center of the quadrangle circumscribed by P3, Pz, Cz, and C3 (P4
Pz, Cz, and C4)

P35 (P6): mid-point electrode between P3 and TS (P4 and T6)

33-electrode

>

Add 12 additional sites to the 33-electrode array:

Fpz and Oz

F3a (F4a): roughly mid-point electrode between Fp1 and FS (Fp2 and F6)

C5 (C6): mid-point electrode between C3 and T3 (C4 and T4)

C5a (C6a): mid-point electrode between F5 and C5 (F6 and C6)

Tepl (Tep2): center of the quadrangle circumscribed by T3, C3, P3, and T5
(T4, C4, P4, and T6)

P3p (P4p). roughly mid-point electrode between O1 and P5 (02 and P6)

45-electrode

equipotential contours of-100 are labeled for comparison.values, the interpolated potential mapping was constructed by
According to the contour plots, the mapping generated biye 3-D low-pass filter with passband width ranging from
the 4NN method [Fig. 5(i)] deviates even more than the ome03x to 0.30x. Then the normalizediev between the true
generated by the 3-D filtering method [Fig. 5(g)] does frorand interpolated potential mappings was calculated.
the true mapping [Fig. 5(f)]. Next, the error criterion in (11) is Fig. 6 illustrates the dependence of the normalizky
applied to evaluating the performance of different interpolatiasn the passband width for the deep-region, mid-region, and
methods. We also analyze the efficiency of the three methograllow-region source foci. Each circle plotted in Fig. 6 in-
dicates onedev value calculated from a simulated random

IV. COMPARISON OF PERFORMANCE AND EFFICIENCY dipole in the region under investigation. For comparison,

Based on the error criterion in (11), we evaluated the peme devs for the spherical splmes and 4NN methods are
formance of the 3-D filtering method with different passbanﬂqown’ _respectlvely, by the diamond and plus symbols on the
widths. The results were further compared to those of tﬁ'(ght' Given anw,, the values of_thejevdemonstrgte that a
4NN and the spherical splines methods. This comparison witer performance can be obtained when the dipole sources
carried out for three common-reference recording montag®€ 0cated in the deep region [Fig. 6(a)]. This is also the
including 19, 33, and 45 channels, respectively (Table I). gituation fqr the l:_)raln potential interpolation using the 4NN
general, the 3-D filter is the low-pass type, of which th@nd fsph_e_ncal splme_s methoo_ls. The results are in agreement
passband width depends on the spatial frequency charact¥fh intuitive reasoning. That is, the passband width needs to
istic of a potential mapping. Intuitively, the eccentricity ofnCréase with increasing eccentricity to optimize the surface
the dominant focal source determines the spatial frequerRgtential interpolation. Yet, the increase is very small. The
characteristic. A small eccentricity (a deep focal source) resut@allestdev was obtained withw, = 0.127 in the deep
in the surface potential varying at a slow gradient. As tgnd mid regions [Fig. 6(a) and (b)] and with, = 0.13
eccentricity increases (the source focus moves toward tRethe shallow region [Fig. 6(c). The three solid curves in
scalp), the potential distribution exhibits the characteristfdg. 6(d) plot the averagdev (i.e., the average of 508evs
of high spatial frequency. To address this issue, we firevaluated from the 500 random dipoles) for eaghin the
employed a 33-electrode array to investigate the effect $iree respective regions. The averalg/s for the spherical
filter bandwidth(w,) on the accuracy of interpolated potentiaéplines and 4NN methods are denoted by the diamond and plus
mappings produced by the sources at different depths: tmbols, respectively. As illustrated in Fig. 6(d), the variation
deep-region(0 < eccentricity < 0.3), mid-region (0.3 < of devis small forw,, ranging from0.08x to 0.15x in the deep
eccentricity< 0.6), and shallow-regior{0.6 < eccentricity< and middle regions and fro.107 to 0.167 in the shallow
0.8). In each region, 500 dipole sources were randomtggion. This observation makes the application of the 3-D
generated. For each dipole source, the surface potential iigring method more feasible for the construction of EEG
first sampled by the 33-electrode array. From the 33 sampledppings. In fact, the accuracy of the 3-D filtering method
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Fig. 6. The dependence of the normalizéel on the passband widtf0.037 < w, < 0.37) given the dipole sources located in (a) the deep region
(0 < eccentricity< 0.3), (b) the mid region(0.3 < eccentricity< 0.6), and (c) the shallow regiof0.6 < eccentricity< 0.8). The devs evaluated for
the spherical splines and 4NN methods are shown by the diarf®ondnd plus(+) symbols. Given anv,, the average of the normalizetévs (indicated

by the circles) obtained by analyzing 500 randomly generated dipoles in each region is plotted in (d) for comparison.

highly depends on the origin of the focal source, instead bf the shallow region, a larger variance @évs is observed
the passband widthy,. In general, we found that, for focalfor the spherical splines and 4NN methods [Fig. 6(c)]. Given
EEG activity, a passband width ranging fran®8= to 0.157  an electrode-array size, tlievs listed at the bottom (shaded
resulted in a satisfactory interpolation for the scalp potentiahrea) of Table Il are the average dévs in the three regions.
Next, the performance of the 3-D filtering method is com¥the value quantifies the average performance of each method
pared to that of the 4NN and splines methods. Table Il lissssuming that the source depth is unknown.
the averagelevs for the three methods based on the arrays of According to the quantitative error criterion in (11), the 3-D
19, 33, and 45 electrode sites. Note that, in the 3-D filterirfdtering method does not perform as well as the spherical
method, thedev listed is the smallest one of all the averagsplines. In comparison with the 4NN method, the 3-D filtering
devs obtained with differentuv,’s. Accordingly, the value in method demonstrates a competitive performance on the po-
parentheses indicates the corresponding (optimgl)In the tential interpolation. Moreover, it is free from the problem of
spherical splines method, a smaller (n = 3) is preferred map discontinuities and extrema located at recording sites.
for a higher number of recording electrodes. Apparently, To evaluate the efficiency, the computation times required
the devs for the three methods increase with increasingy the three methods were estimated for the arrays of 19,
eccentricity [Fig. 6(d) and Table Il]. The spherical spline83, and 45 electrode sites (Table ). A personal computer
exhibits a consistent (with a small variance) and much superidntel Pentium 133 MHz) was used to execute the interpo-
performance in the deep region [Fig. 6(a)]. However, as thation task. The computation time was estimated from the
eccentricity increases, the performance becomes unpredictablerage of the times required for reconstructing 500 different
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TABLE 1l
PERFORMANCE COMPARISON—THE AVERAGE deVs EVALUATED FOR THE THREE METHODS THE VALUE IN
PARENTHESES|S THE PASSBAND WIDTH w,, THAT RESULTS IN THE BEST PERFORMANCE (THE SMALLEST dey)

Eccentricity of | Electrode . Spherical splines
dipoles array 3D filtering 4NN (m=3)
19 0.07 (0.087) 0.05 0.01
O<eccentricity<0.3 33 0.07 (0.12x) 0.05 <0.01
45 0.07 (0.13m) 0.04 <0.01
19 0.15 (0.10m) 0.16 0.10
0.3<eccentricity<0.6 33 0.12 (0.127) 0.13 0.05
45 0.11 (0.12m) 0.10 0.03
19 0.38 (0.11m) 0.40 0.35
0.6<eccentricity<0.8 33 0.31 (0.137) 031 0.25
45 0.28 (0.14m) 0.25 0.17

TABLE 1l
CoMPUTATION TIME (IN S) REQUIRED BY DIFFERENT METHODS
T
19-electrode array | 33-electrode array 45-electrode array
3D Filtering Method 0.72 0.71 0.72
4NN method 0.36 0.47 0.60
Spherical Splines Method

(m=3) 18 3.0 42

S | . _

potential mappings. The 500 potential mappings were initially V. DISCUSSION

simulated by the current dipole m,OdeI, Wi_th iFS dipole source rp;q paper presents an alternative approach to reconstruction
randomly generated. Each potential distribution was sampl&d the EEG topographical mapping on the scalp surface.

with the three electrode arrays. We then applied one of tg\% addressed in Section I, this research work was mainly

thre_e algorithms to ea_ch set Of. sampled values to.consmr“'r%tivated by the development of real-time animated displays
an interpolated potential mapping. For each algorithm, th

times required for interpolating 500 potential mappings weog EEG mappings which mgh_t be_ rea_\llzed and_ implemented
averaged. The results are listed in Table Ill. Note that trg) hardware based on the d!gltal filtering tgchmque. As far as
computation time (approximately 0.7 s) required by the 3- e au_thor is aware, it is the first attempt to interpolate the EEG
filtering method was independent of the number of electrodd82PPing using a filtering approach, other than the commonly
This is one of the advantages of applying the 3-D fiIterinBS?d numgrlcal mtgrpollat!on algc_>r|thms. Therefore, the author
method to the brain potential interpolation. On the other harRid Special attention in illustrating the method and relevant
the 4NN method needs longer execution time as the numisigtails of implementation.

of electrodes increases. Besides, in the 3-D filtering methodAccording to visual inspection, the potential mapping inter-
more than 60% of the computation time was spent on tR@lated by the 3-D filtering method has a quality comparable to
evaluation of Fourier transforms, which can be accelerated #@t obtained by the 4NN and spherical splines methods. Based
hardware realization. With the immense potential of the veAn the quantitative error criteria in (11), the performance of the
powerful digital signal processors now available, we migt&-D filtering method compares well with the commonly used
be able to extend the current application of the 3-D filteringNN method. In comparison with the spherical splines method,
method to real-time animated potential mappings on a realistiee potential mapping interpolated by the 3-D filtering method
head model. deviates more from the true mapping due to the alteration
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of the true potential values, by the filtering process, at thes]
recording sites.

The 3-D filtering method provides an engineering meargg
of interpolating scalp potential data, which are treated as a
3-D signal. In comparison with the spherical splines methoH,”]
the computational efficiency of the proposed method can be
highly improved with the aid of digital technology. Particu-
larly, the filter can be implemented in the frequency domaift®
fully utilizing the computational efficiency of the FFT. The
computational efficiency is particularly emphasized becauselé9!
our intention of developing real-time animated brain potential
mappings.

Representation of the potential values by a 3-D signal modéf!
x[n1,n2,ng], in addition, provides a simple medium for 3-D
display of brain potential distribution on an anatomically real21]
istic head. By discretization, we can determine the coordinate
[n1,n2,n3] Of any location on the scalp of an irregular realistigy
head. Since the 3-D filtering process can be performed on an
3-D signal, no constraint is imposed in the head shape. Furt
work toward a realistic head model on the basis of a higher
number of recording sites has been under way. [24]
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