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A New Method for Constructing Membership
Functions and Fuzzy Rules from Training Examples

Tzu-Ping Wu and Shyi-Ming Chergenior Member, IEEE

Abstract—To extract knowledge from a set of numerical data different possible semantics for fuzzy rules and showed how
and build up a rule-based system is an important research they can be captured in the framework of fuzzy sets and
topic in knowledge acquisition and expert systems. In recent possibility theory

years, many fuzzy systems that automatically generate fuzzy .
rules from numerical data have been proposed. In this paper, There are d.'ﬁ_erent approaches to extract knowledge from
we propose a new fuzzy learning algorithm based on thex- €Xperts or training examples. These methods are based on
cuts of equivalence relations and thea-cuts of fuzzy sets to neural networks or the fuzzy set theory [9]-[13], [15], [16],
construct the membership functions of the input variables and [20], [21], [26], [29], [32]. In [32], Wanget al. used a
the output variables of fuzzy rules and to induce the fuzzy rules .0 |nokup scheme to generate fuzzy rules directly from
from the numerical training data set. Based on the proposed . ;
fuzzy learning algorithm, we also implemented a program on a numerical examples and proved that a fuzzy inference system
Pentium PC using the MATLAB development tool to deal with the IS @ universal approximator by the Stone-Weierstrass theorem
Iris data classification problem. The experimental results show [33]. In [26], Nozaki et al. presented a heuristic method
tr|1at t_f]}_e proposed fuzdzy learning algofrithm halls a;‘igh? average for generating Takagi-Sugeno—Kang (TSK) fuzzy rules from
classification ratio and can generate fewer rules than the existing -
algorithm. numerical data, gnd t.hen.trgnslated the f:onsequent parts of
_ _ TSK fuzzy rules into linguistic representation. In [9], Grauel
Index Terms—Fuzzy learning algorithms, fuzzy rules, knowl- gt 3| have investigated the connection between the shape of
edge acquisition, membership functions, rule-based systems. transfer functions and the shape of membership functions
where membership functions for multi-input of Sugeno con-
|. INTRODUCTION trollers and designed rules were derived. In [16], Klawonn

N RECENT years, expert systems have become more a‘?{da!' discussed how fuzzy clustering techniques_ _could be
I more popular and important in many applications. ThHaPplied to construct a fuzzy con'troller from the training data.
purpose of expert systems is to emulate the reasoning procdSs&L1l: Hong and Lee have pointed out that the drawbacks
of human experts within a specific domain of knowledge. ARf Most fuzzy controllers and fuzzy expert systems are that
expert system consists of a knowledge base, a user interf48&y need to predefine membership functions and fuzzy rules
and an inference engine [8]. Knowledge engineering plays tg, map num_encal data into linguistic terms and to make
important role in the research field of expert systems. Know#Z2y reasoning work. They proposed a method based on the
edge engineering involves knowledge acquisition, knowled§fé?Zy clustering technique and the decision tables to derive
representation, and human-machine interaction. The purp8¥mbership functions and fuzzy rules from numerical data.
of knowledge acquisition is to extract knowledge from thElowever, Hong and Lee’s algorithm presented in [11] needs
opinions of experts or a set of numerical data. It is difficuf® Predefine the membership functions of the input linguistic
to build up a conventional mathematical model to elicifariables and it simplifies fuzzy rules by a series of merge
knowledge from experts or the sample data in the real-woifperations. As the number of variables becomes larger, the
application due to the fact that it needs to precisely describe @fcision table will grow tremendously and the process of
the characteristics of the system and it lacks flexibility. FuzZ€ rule simplification based on the decision tables becomes
set theory proposed by Zadeh [38] can deal with the vaguen83are complicated. Thus, we must develop a new algorithm to
and uncertainty residing in the knowledge possessed by hun®grcome the drawbacks of the Hong and Lee’s algorithm.
beings or implicated in the numerical data, and it allows us to !N this paper, we propose a new fuzzy learning algorithm
represent the system parameters with linguistic terms. FuZ¥§sed on thev-cuts of fuzzy equivalence relations and the
rules have been used as a key tool to express know|edg'éuts of fUZZy sets to divide numerical data into different
in fuzzy logic and are more adequate and flexible than tpartitions and to automatically derive membership functions

traditional IF=-THEN rules. In [6], Duboist al. have surveyed for each partition. Based on the hierarchical relationships
between different data partitions, the membership functions of
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Ri(A, B) andR,(B, C) is denoted byR, (A, B)oR,(B, C)
and is defined as follows:

HRioR; (.’17, Z) = I;leaé( min[NRl (37, y)7 KR, (y7 Z)]

where for all(z, y) € Ax B, (y, ) € BxC, (z, ) € AxC.
U Let A be a fuzzy set of the universe of discoure
A binary fuzzy relationR(A, A) is reflexive if and only
Fig. 1. The triangular fuzzy sed. if pr(z,z) = 1,V € A. A fuzzy relation R(4, A) is
symmetric if and only ifur(z, y) = pr(y, z), Vo, y €

introduce how to use the-cuts of the fuzzy equivalence reIa-A' A fuzz>y relation R(,A’ A) is transitive if \‘;md only if
tion to partition the numerical data and to derive members (w, z) > maxyex minlpr(z, v), prly, )]V, (z, 2) €
(

functions of variables from them. And then we can directly * A. '_I'he transitive ;:Iosure of a bllnary fuzzy relation
induce fuzzy rules from the data partitions. In Section 1V, 4, 4) is denoted byi™ (4, 4) and defined as follows:
we use an example to illustrate our new algorithm and the RT(A, A) =R

experimental results are shown. In Section V, we apply the

proposed fuzzy learning algorithm to the Iris classificatiowhere R = Ri=1o R, Rt = R andi > 2.

problem and compare the experimental results to that of Hondf a binary fuzzy relation® is reflexive and symmetric, then
and Lee’s algorithm [11]. The conclusions are discussed time binary fuzzy relation is a compatibility relation. If a
Section VI. binary fuzzy relation® is reflexive, symmetric, and transitive,
then the binary fuzzy relatiof is called a fuzzy equivalence
relation. Assume thatl is a fuzzy set, then, the-cuts of a

binary fuzzy relation?(A, A) can be defined as follows:
The theory of fuzzy sets was proposed by Zadeh

in 1965 [38]. A fuzzy set can be characterized by Ro ={(z, W|pr(z, v) > a, (z, y) € Ax A}
a membership function. LetU be the universe of

Il. BAsIC CONCEPTS OFFUzzy SETS

discourse, U = {1, 22, -, ). A fuzzy set A in Wherea € [0, 1. Thus, every binary fuzzy relatioft can be
the universe of discoursé/ is a set of ordered pairs'epPresented in terms of its-cut i, i.e.,

{(‘Tlv NA(‘Tl))v (-T27 /vLA(‘TQ))v T (‘Tnv N('Tn))}’ where HA R= U aR

is the membership function of the fuzzy sktu.s: U — [0, 1], o

and u,4(x;) indicates the membership degree @f in the oc[0, 1]

fuzzy setA. If the universe of discours& is an infinite set,  Furthermore, it can be easily shown that a fuzzy equiva-

then the fuzzy setd can be represented by lence relationk(A, A) can be considered to effectively group
elements into equivalence classes whose members are similar
A= / palz)/x, z e U to each other in some specified degree by taking-amt R,
v wherea € [0, 1]. Each of these equivalence classes forms a

The triangular fuzzy setd shown in Fig. 1 can be rep- partition of A. Two elementsr, y of A belong to the same
resented by a triplefa, b, ¢), wherea and ¢ are called the block of partition if and only ifR(z, y) > a.
left vertex and right vertex of the triangular fuzzy st
respectively. . A NEW Fuzzy LEARNING ALGORITHM

The a-cut A, of a fuzzy setd in the universe of discourse

. ) In an n-input-single-output fuzzy system, the fuzzy rules
U is defined as follows: n-Inp g p y sy y

have the following general format:

Ao = {zlpa(e) 2,2 €U}, a0 1] R;:TF X, is A, ; AND X; is A, ; AND

Based on the definition ofi-cuts, the fuzzy setd can be -+ AND X, is A, ; THENY is B;
represented as follows: where the variablesX; (i = 1,---, n) appearing in the
A= U ad,. antecedent parts of the fuzzy rulég are called the input

linguistic variables, the variabl® in the consequent part of
the fuzzy ruleR; is called the output linguistic variable, the
A fuzzy relation among fuzzy setd;, A, ---, A, is a fuzzy setsA; ; are called the input fuzzy sets of the input
subset of the Cartesian produdf x A; x --- x A, and is linguistic variable X; of the fuzzy rule R;, and the fuzzy
denoted byR( A1, Ao, ---, A,), whered; x Ao x---x A, = setB; is called the output fuzzy set of the output linguistic

a€l0,1]

{(z1, 22, -+, zn)|zs € A; and1 < ¢ < n}. The mem- variableY of the fuzzy ruleR,.
bership function of the fuzzy relatio®(A;, Az, ---, A,) In many real-world applications, the numerical data are
is represented byip(z1, 2, ---, z,,), Wherez; € A; and easily obtained from the instruments or the environment. Thus,

1< i< n.LetRi(4, B) andRy(B, C) be two binary fuzzy the fuzzy rules can be learned from these numerical data.
relations with a common fuzzy seB. The composition of Assume that there are: input—output pairs given as the
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numerical training data seP of the n-input-single-output we calculate the value of as follows:

fuzzy system m—1
) Z |yz - yrn|
P:{(-/L'l,ja"'7$n,j7yj)|j:17"'7m} (1) 5= i=1 (4)
m—1

where z; ; is the value of thesith input linguistic variable where y,, is the maximum value of the output linguistic
X, of the jth input—output pairz, ;, ---, zn,;, y;), andy; variable Y in the sorted training data sef’. In general,
is the value of the output linguistic variabl of the jth the relation defined in (3) is a fuzzy compatibility relation,
input-output painzy, ;, - -, @, j, ¥;). The valuez; ; of the but it is not necessarily a fuzzy equivalence relation. The

input linguistic variableX; is called the input value, and thefuzzy equivalence relationRT(y];17 y,,) between the output
valuey; of the output linguistic variabl& is called the output valuesy, andy, of the output linguistic variabl@” in the
value, where < i < n andl < j < m. The input-value set of sorted training data s€®’ can be obtained from the max—min
the input linguistic variableX; consists of some input valuestransitive closure of the compatibility relatioR(y;, , ;)
of the input linguistic variableY; in the input-output pairs of between the output valueg andy;,, of the output linguistic
the training data seP’, wherel < ¢ < n. The output-value variableY in the sorted training data sét'.
set of the output linguistic variablE consists of some output  After the fuzzy equivalence relatiojEtT(y];17 v,,) between
values of the output linguistic variablg in the input—output the output values of the output linguistic variald#ein the
pairs of the training data se?. sorted training data se®’ has been defined, we can divide
For simplicity, we only consider to construct the multiplethe sorted training data sét’ into different partitions based
inputs-single-output (MISO) fuzzy model. Since the outpuisn thea-cuts of the fuzzy equivalence reIatith(y;)l, Yp, )
of the MISO fuzzy model are independent, the general ruksssume that we partition the sorted training data Beinto
structure of the MISO fuzzy model can easily be representedagifferent subsets?; (j = 1, ---, r), and thejth subsetG;
a collection of the rules of the multiple-inputs-multiple-outputsf the sorted training dat®’ can be represented as follows:
(MIMO) fuzzy models [22].

A . . . . L / / / / Ty 1 /
As discussed in the previous section, a fuzzy equivalence Gi =11, ps T2 s o T s VIR (015 4) 2
relation is reflexive, symmetric, and transitive, and it can ael0,1,1<p<m,1<p <m,
divide the crisp data into different groups by itscuts. and 1<p,<m} (5)

Instead of finding the fuzzy equivalence relation directly,

we can determine a fuzzy compatibility relation (reflexivavhere « is the threshold value that is chosen to divide the
and symmetric) in terms of an appropriate distance functisorted training data se?’ adequately,l < j < r andr is
applied to the given data. Then, a fuzzy equivalence relatithhe number of subsets obtained from the sorted training data
can be obtained by the max—min transitive closure of tiset P’.

fuzzy compatibility relation. Before constructing the fuzzy Assume that thejth output-value setD; of the output
equivalence relation of the training data $&twe first use the linguistic variableY and thejth input-value setl; ; of the
output values of the output linguistic variablie as the key to input linguistic variableX; are obtained from thgth subset
sort the training data s&® in an ascending order [11]. Then,G; of the sorted training data sét’, then

the sorted training data sét’ can be obtained as follows:

Oj :{pr(xl,paxQ,pa Tty Iy po yp) € Gja 1<p< m}7
P :{(‘T&, p? ‘TIQ,pv T 'T’/I’L7p7 y;))|y;)1 < y;)27 l< 1 <7 (6)
p=12 -, m, and 1 <prEp2 < m} (2) Ii:j :{xi,PW(‘ILP’ L2,ps = s Liyps " 7 Ty py yp) € GJ"
I<p<m), 1<i<nl<j<r ™)
/ / / / H
where(zy T2, Ty y,) € P. We only consider the 1,5 \ve can construct the membership functions of the output
output valuesyy, y3, -+, Yy, of the output linguistic variable ;. sets of the output linguistic variablé from the output

Y in the sorted training data sét’. The fuzzy compatibility values of the output-value s
relation R(y,,, , u,,) between the output valueg, andy;,

of the output linguistic variabl@” in the sorted training data
set P’ can be defined in terms of the Euclidean distance [1
as follows:

ét;, wherej =1, ---, 7. Since
the output values in the sorted training sBt have been
divided into » different output-value set®; (j =1, ---, r)
B]ased on thex-cuts of the equivalence relation, each output-
value setD; of the output linguistic variabl&” can be thought
p p of as thea-cut A; , of the output fuzzy sefi; of the output
R(y;m y;)z) -1— M’léifﬂ (3) linguistic variableY. That is
Aja={ylye O; and pa,(y)zal, j=1 -7
wherey,, andy,,, are the output values of the output linguistic (8)
variable Y in the sorted training data sdt’, wherep,; €
(1, m] andp; € [1, m], andé is a constant which ensureswhere;.4;(y) is the membership function of the output fuzzy
the compatibility relationR(y, , »,,) € [0, 1]. That is, if setA; of the output linguistic variablé”, and O, is the jth
R(y,,» v,,) <0, then we letR(y, , v,,) = 0. In this paper, output-value set of the output linguistic varialfe
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Because the output values of thecut A; , of the output where|l; ;| denotes the number of the elements of the input-
linguistic variableY” are permuted in ascending order (i.evalue set/; ; of the input linguistic variableX;, z; max is the
y, < y; if 4 < j), we can simply calculate the average ofmaximum value of the input linguistic variahlé; in the input-
the minimum and the maximum output values of theut set value setl; ;, andz; , € I; ;. By the max—min transitive
A; ~ and define it as the center of the output fuzzy 4etof closure of the compatibility relatioR; ;(z; ,,, %i, p,), We
the output linguistic variabl@”. That is can obtain the fuzzy equivalence relati(b?fj(xiypl, Ti, py)
between the input values of the input-value get of the
(9) input linguistic variableX;. Furthermore, based on thecuts
of the fuzzy equivalence relation, th¢h input-value set; ;

whereb; is the center of the output fuzzy sel; ymin @nd o the input linguistic variableX; can be divided into different
Ymax ale the minimum and the maximum elements ofdheut “input-value subsetsl; ; , of the jth input-value sefl; ; of

Aj o respectively. The membership grades of the minimuge input linguistic variableX; as follows:

and maximum elements of the-cut 4, , are set to the

threshold valuey, whereq € [0, 1]. According to these three L j,x = {@i p|@i,p € Li,j, B j(%i, py» i po) = v,
points(b;, 1), (#min, &), aNd(Ymax, @), We can calculate the a€0,1,1<p <Lyl 1< < | Ll

left vertex (a;, 0) and the right vertexc;, 0) of the output and 1<py <|Li |}, k=1,---, T;(X;) (15)
fuzzy setA; of the output linguistic variabl® by interpolation o

_ Ymin + Ymax

b, .

as follows: where T;(X;) is the number of the input-value subsets ob-
bj — Ymin tained from thejth input-value sef; ; of the input linguistic
aj =bj — 1 _a (10) variable X, based on thex-cuts of the fuzzy equivalence
Yrmax — b; relation between the input values of tjth input-value sef; ;
¢ =bj + o (11)  of the input linguistic variablex;. |1;, ;| denotes the number

. ) ) o of the elements of the input-value skt;.
whereb; is obtained using (umin ANdyax are the minimum — eyery input-value subsek ;. ;. of the input linguistic vari-

and the maximum e!ements_ of thecut A; ., respectively. able X; can also be thought of as thecut A ; 4 « Of the
Thus, the membership functign,, (y) of the output fuzzy set ¢ esponding input fuzzy set; ;. of the input linguistic
A; of the output linguistic variabl@” can be represented byvariabIeXi. Then, thea-cut Ag;_; 4. Of the input fuzzy set

the triplet (a;, b;, c;) as follows: A;_j x of the input linguistic variableX; is defined as follows:
y—a

b —a|’ ifa; <y <, A, gk, 0 ={@iplzip € Li j s pa, (@i,p) 2 at,
J J )
1<j<r1<k<TiX, 16
pa,(y) =< G-y it <y<e; (12) <j<n 1<k STHXG) (16)
i = bl - where 114, ., (z;) is the membership function of the input
0 otherwise. fuzzy setA; ;. of the input linguistic variableX;, « is

the threshold value, an& € [0, 1]. The input values in
the a-cut A j 1), » are also permuted in ascending order
(i.e., zi p, < @i p,, If p1 < p2). The membership function
... (xg) of the input fuzzy set4; ; i can be represented
a triplet (a;, j, &k, bi,j, k; Ci, 5, k), Whereb; ; x, a; j x, and

¢, ;1 are the center, the left vertex, and the right vertex of
e input fuzzy setd; ; ; of the input linguistic variableX;,
spectively. Then, the triplefa; j «, bi,j,x, ¢, j,) can be
calculated by the minimum and the maximum elements of
e a-cut A ;) o Of the input fuzzy setd; ;. and by
Wterpolation as follows:

For the input linguistic variablé;, its corresponding input
values in the sorted training data g&talso have concurrently
been divided inte" input-value setd; 1, I; o, - - -, I; » based
on the a-cuts of the equivalence relation between the outpgﬁ
values of the output linguistic variablé in the sorted training y
data sef”’. In the jth input-value sef; , of the input linguistic
variable X;, we also sort the input values in the ascendin
order. The fuzzy equivalence relation between the input val
of the jth input-value setl; ; of the input linguistic variable
X, can be constructed based on the similarity between
input values. We also define the fuzzy compatibility relatio

between the input values of the input-value 5et of the input L4, min + L4, max

linguistic variableX; in terms of the Euclidean distance [17] bk 2 (17)
bi i,k — Li, min
. . ik :bi - 5 Js 5 18
Ri (% pyy @i py) =1 — a2 I3 iz (13) i, 3, & ok 11—« (18)
o _ b ) xi, max bi,j, k (19)
Wherexiypl eli,jvxi,pz eli,jv 1€<i<n,1<j<r 1L Gk =Ygk l—«

m < L, |, andl < py < | 4. |, ;] denotes the number
of the elements of the input-value skt;. The value of§ is
calculated as follows:

where #; min and z; max are the minimum and the maxi-
mum elements of ther-cut A, ; xy, o Of the input fuzzy set
A; ;& of the input linguistic variableX;, 1 < 7 < 7, 1 <

i 1= kE < T;(X;), and T;(X;) is the number of the input-value
Z |, p = i, max] subsets/; ; ; obtained from thejth input-value setl; ; of
5= _P=L (14) the input linguistic variableX;. Furthermore, the membership

2,51 =1 function su4, , ,(z;) of the input fuzzy setd, ;. of the
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input linguistic variableX; can be represented by the triplet
(ai7 ok bi g ks Cilj ) as follows: sorted

training
data set P!

Ti — ik -
—==— ifa e Lx bk,
|bi, j, k. — @i, j, k]
pa, . (zi) = Cij,k — Ti

7
lci, g,k = bi gkl
0, otherwise,

if b x < xi < ik

(20)

where b; ; ;. and a; ; 1, and¢; ;i are the center, the left

vertex, and the right vertex of the input fuzzy séf ; » of _ —

. . - . . . Fig. 2. The relationship between the output-value &gt of the output
the input linguistic variableY;, respectively,l < j <, 1 < jinguistic variabley’ and the input-value subséf ;. ; of the input linguistic
E < T;(X;), andT;(X;) is the number of the input-value variable X .
subsetl; , i obtained from theith input-value sef; ; of the
input linguistic variableX;.

Based on (3)—(20), we can partition the input—output pairs
of the sorted training data sdt’ into the different input- ;fiﬁf:g
value subsef; ; , of the input linguistic variableX; and the data set P
output-value se®; of the output linguistic variablé”, where
1<i<nl<ji<r,andl <k < T(X;). We also
can derive the membership functign,, , , (z;) of the input
fuzzy setA; ;i of the input linguistic variableX; and the
membership function:4,(y) of the output fuzzy set; of
the output linguistic variabl@” from the data residing in the
input-value subsef; ; ; of the input linguistic variableX;
and the output-value sé®; of the output linguistic variable
Y, respectively.

Aft_er de_rlvmg the memberSh'p_fun(_:tlc_mS Of_ the input III']'Fig. 3. The relationship between the output fuzzy set of the output
guistic variables and the output linguistic variables, we COfinguistic variabley” and the input fuzzy seti, ;, ;. of the input linguistic
tinue to generate the fuzzy rules based on the hierarchit@iable Xi.
relationships between the input-value subsets of the input
linguistic variables and the output-value sets of the output
linguistic variables. In the following, we take a system withhe input—output pai(z; ,, =2 ,, ¥,) belongs to the sorted
two input linguistic variablesX;, X,, and one output lin- training data set”’, wherel < p < m. If the input value
guistic variableY” as an example to illustrate the hierarchicaﬂ{;m of the input linguistic variableX; belongs to the input-
relationships between the output-value sets and the input-vaji@ e subsef; ; x, then we can infer that the corresponding

subsets. ~__ output valuey, of the output linguistic variableé” should
First, the jth output-value setD; of the output linguistic belong to the output-value s€l;. In Fig. 2, we can see the

;(ariaplg Y aptztl)l the jth inpgjt-yalléebsetléjj of r:ge inpu;[ hierarchical relationship between tlith output-value set®);
inguistic variableX; are obtained based on thecuts o of the output linguistic variablé” and the kth input-value

the equivalence relation between the output values of th

L . . . SGbsets; ; » of the input linguistic variablex;. Hence, we
output linguistic variablé” in the training data seP’, where an obté\’irj{ ’Ehe hierarcrr)lical rglationshi betwéenf' heoutout
1=1,2;1<j<r andr is the number of subsets obtainecf P / P

from the sorted training data sdt’. Furthermore, thekth -uzzy setd; of the output !ingui§tic \{ar.iablé/. and thekth
input-value subsef; ; 5 of the input linguistic variableX; inputfuzzy setd, ; « of the input linguistic variableX; based
can be obtained based on thecuts of the equivalence relation®" the hierarchical re_lat|0_ns_h|p b_etween yta output_-value
between the input values of theh input-value sef; ; of the S€t©; of the output linguistic variablé” and thekth input-
input linguistic variableX;, wherei =1,2;1 < j <7, 1< vglue qusetll,j,_k of t_he input linguistic variableX;. The
k < T;(X;), andT;(X;) is the number of input-value subsetderarchical relationship between thith output fuzzy setd;
I, ;.1 obtained from thejth input-value set; ; of the input ©f the output linguistic variablé” and thekth input fuzzy set
linguistic variable X;;. A, 4, & of the input linguistic variableX; is shown in Fig. 3,
There exists the hierarchical relationship between e wherel < j < r and1 < k < T5(Xy).

output-value se®; of the output linguistic variablé” and the ~ From Fig. 3, the fuzzy rules can be generated based on the
kth input-value subset$, ; ; of the input linguistic variable hierarchical relationship between the output fuzzy detof
X1, wherel < j < randl < k < T;(X;). Assume that the output linguistic variablé” and the input fuzzy set; ;




30 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 29, NO. 1, FEBRUARY 1999

of the input linguistic variableX; as follows:

sorted

IFX,is A,  THENY is 4 s

IF X1 iS A1 1 17 THENY is 4,

IF X, is Al:j: 1 THENY is Aj

: (21)
IF X1 is A1 j 1,(x;) THENY is A;
: Fig. 4. The relationship between the output-value &gt of the output
. . linguisti iable}Y” and the input-val bsét ; & of the input linguisti
IF X, is Al,r,l THENY is A, \ggiglk']sléc)\(/;na eY and the input-value subséj ; ;. of the input linguistic
IF Xl is Al,r, T, (1) THENY iS Ar- sorted

training
data set P*

By the same way, we can also obtain the hierarchical
relationship between thgh output-value se©; of the output
linguistic variableY” and thekth input-value subsef, , i of
the input linguistic variableX, as shown in Fig. 4, where
1< j<randl <k <T;(X,). The hierarchical relationship
between thejth output fuzzy setd; of the output linguistic
variable Y and thekth input fuzzy setd, ; i of the input
linguistic variableX, is shown in Fig. 5, wherd < j < r
and1l < k < T;(X5). From Fig. 5, the fuzzy rules can be

generated based on the hierarchical relationship between the H H H H H

OUtp_Ut fuzzy setd; of the OUtpl‘!t ||ngl.J|St|C_ V_ar'abl_é/ and Fig. 5. The relationship between the output fuzzy gkt of the output
the input fuzzy setsl, ; ; of the input linguistic variableX, linguistic variableY” and the input fuzzy setls ; ; of the input linguistic

as follows: variable X5.

IF X, is A27 1,1 THENY is Ay

the output linguistic variabl@”. Thus, if the input—output pair

(x1,p, ®2,p. yp) Satisfies both the antecedent parts &f “is

Ay jr,"and “Xo is Ao 5 1,” for somek, € [1, T;(X1)] and

somek; € [1, T;(X2)], then we can infer that the consequent

part of the fuzzy rule isY is A;,” wherep € [1, m], T;(X;)

is the number of the input-value subsets obtained fronythe

input-value setl; ; of the input linguistic variableX;, where
22) i=1,2

The hierarchical relationship between the output fuzzy set

A; of the output linguistic variabl@”, the input fuzzy set

A1, ;% oOf the input linguistic variableX;, and the input

_ ' _ fuzzy setA, ; 5, of the input linguistic variableX, can be
IFX; is Az 1,1 THENY is 4, obtained as shown in Fig. 6, whefe € [1, T;(X;)] and

k2 € [1, Tj(X3)].

_ ' ) The fuzzy rules in (21) and (22) can be combined based
IF X3 is Az v, 1, () THENY is A,. on the hierarchical relationship between the output fuzzy set
ééh.»tof output linguistic variablé@”, the input fuzzy se#d; ; &,
of the input linguistic variableX;, and the input fuzzy set
Ao j &, Of the input linguistic variableX, as follows:

IF X, iS Ay 1 7, (sy) THENY is 4;
IF X, is A27j7 1 THENY is Aj

IF X2 iS Ay 7,(s,) THENY is 4;

In fact, we can see that the fuzzy rules whose anteced
part is “X; is A; ;" in (21) and the fuzzy rules whose
antecedent part isX, is Ay ; " in (22) share the same
consequent partY” is A;.” For a training input-output pair  IF X; is Ay ;1 AND Xy is Ay j 4, THEN Y is A;

(x1,p, %2, p, Yp) Of the sorted training data sét, if the input 23)
value z; , belongs to the input-value sd{ ; of the input

linguistic variableXX; and if the input values, , belongs to wherel < j <7, 1 <k < T;(X;), andl < ky < T3(Xo).

the input-value sef; ; of the input linguistic variableXs, Finally, we can genera@j}’:1 T;(x1)T;(x2) fuzzy rules
then the output valug, belongs to the output-value set of from the given numerical training data set. In general, if
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sorted

training
data set P'

Al,l,l""sAl,l,T,(x,) AZ,I,I"“’AZAIT,(V;)

Fig. 6. Relationship between the output fuzzy skt of the output linguistic variablg”, the input fuzzy setd, ; ;, of the input linguistic variable
X1 and the input fuzzy setl, ; j, of the input linguistic variableXs.

there aren input linguistic variablesXy, - --, X, and a single X
output linguistic variableY” in a fuzzy system, then the total N
number of fuzzy rules generated from the training data/set
based on the proposed fuzzy learning algorithm is

Az.z.l

r n

> Iz (4) Mol

j=1 i=1

where » is the number of output fuzzy sets of the output

linguistic variableY’, andZ};(X;) is the number of input fuzzy

sets of the input linguistic variabld’;. : : :
However, it is necessary to check whether some of the N : s X,

generated fuzzy rules are unnecessary or some input fuzzy L

sets of the input linguistic _variables in the antecedent pag%_ 7. The similarity between input fuzzy sets.

of the fuzzy rules are equivalent or redundant. If there are

equivalent input fuzzy sets of the same input linguistic variable

in the antecedent parts of the generated fuzzy rules, we nee@gecedent parts of the fuzzy rules By ,..... The simplified

perform the merge operation to simplify the generated fuz#yzzy rules are listed as follows:

rules. . . .
Consider the following two fuzzy rules with two input IFX 'S A 1,1 AND X, 'S Az new THEN Y 'S A

linguistic variablesX;, X,, and one output linguistic variable ~TF X115 41,21 AND X5 IS Ay ye, THENY IS Ay.

Y:

There are a lot of methods to measure the similarity or
equality degree between two distinct fuzzy sets, such as in
) _ ) [4], [5], [22], [31], and [37]. In this paper, we build the

IF X, is Ay 21 AND Xy is Ay 51 THENY is A, equality relation matrices for the input fuzzy sets of the input

linguistic variable X; based on the method proposed by Lin

where 4; and A, are the output fuzzy sets of the outpur2] The equality degree of two distinct input fuzzy sets
linguistic vz_;\rlable_Y, 417_171 a_nd Ay 2,1 are the input fuzzy A; ik and 4; ;. j, of the input linguistic variableX; is
sets of the input linguistic variabl&;, and A, 1 ; andA; 2 1 de}inéd as folléwé:
are the input fuzzy sets of the input linguistic variabte.
The input fuzzy setsi; | ; and A » ; of the input linguistic
variableXX,, and the input fuzzy setd, ; | and A, » ; of the E(A ji ks Ai o ko)
input linguistic variableX, are shown in Fig. 7.

From Fig. 7, we can see that the similarity degree between
the input fuzzy setsd; ; ;1 and A, o ; of the input linguistic wherel < j; < 1 < jo < 7,1 < ky < Ty (z;), and
variable X is high. Since the two input fuzzy sets seem td < ko < T, (z;). |4 j. & N Ai 4, k| IS the area of the
be equivalent, we can generate a new membership functionirikrsection of the two distinct input fuzzy sets ; x, and
the new input fuzzy sets ..., by merging the membership A4; ;, &,. |4i ji, 2 U Ai j, x| iS the area of the union of the
functions of the input fuzzy setsl, ; ; and A, » ; of the two distinct input fuzzy setsi; ;, », andA; j, &,.
input linguistic variableX,. After the new input fuzzy set By means of thex-cuts of the equality, we can obtain those
Az ne Of the input linguistic variableX, has been generated,fuzzy sets whose equality degree is higher than the specified
we can replace the input fuzzy sets | ; and A » 1 in the threshold valuexgquatity, Where agquatity € [0, 1] @and then

IF X, is Al: 1,1 AND X, is A27 1,1 THENY is Aq

_ |Ai7j17k1 mAi:j27k2|
|Ai 1k U Ai g ks

(25)
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merge their membership functions to generate a new one. As-
sume thatE(A; ;, &, Ai j,. ) IS greater than the threshold
valueopquality, Where the value oftpquality 1S Specified by the
user andogquality € [0, 1], then we can merge the two input
fuzzy setsA; ;, x, andA; ;, i, of the input linguistic variable

X, to generate the new input fuzzy séf ,.,, which can be
represented by the tripl€t;; e, bi new, i new). The triplet

(@i, new, Ui news Ci,new) IS Calculated by averaging the triplets Step 4:
(@i, ju, ky» Diju,kov Ciygi,ho) OF the input fuzzy setd; j,

and the triplet(a; j, .. b j., ks Ci,ja, &y ) OF the input fuzzy
setA; j, . Hence, the tripleta; new, bi, new, i new) Of the
merged input fuzzy set; ,.,, can be obtained as follows:

Step 5:
. e = HdtsEr er i, 2, ke (26)
biynew _ bi;jl; k1 —; bi,jz, ko (27) Step 6:
Ciomeny = C2dH -5 Ciyja, ks 28)
Step 7:
The membership functiop., . (x;) of the input fuzzy set
Ai new Of the input linguistic variableX; can be represented
by the triplet(a; new; b new, Ci new) as follows:
PA; ew (Ti)
Li — Q4 new Step 8:

if A5 new S or S bi,new’

7
|bi, new — @i, new|

(29)

= Ci,new — i .
if bi,new S X S Ci, new

)
|ci, new bi, new|

0 otherwise.

7

The new fuzzy set of the input linguistic variabl¢; can
replace those input fuzzy sets of the input linguistic variable
X; whose equality degree is higher than the threshold value
Equality IN the antecedent parts of the fuzzy rules. Therefore, Step 9:
the number of the input fuzzy sets of the input linguistic
variable X; in the generated fuzzy rules is reduced, and we
can obtain simpler and more efficient fuzzy rules.

Based on the method discussed previously, the proposed
fuzzy learning algorithm which constructs the membership

functions of the input linguistic variables and the output lin- step 10:

guistic variable and generates fuzzy rules from the numerical
training data set is stated as follows.

Input: The training data sdt containsn input—output
pairs (z1,p, -+ Zn,p, ¥p) Of the input lin-
guistic variablesXy, ---, X, and the output
linguistic variableY’, wherel < p < m.

Sort the training data sEtin ascending order
based on the output values of the output linguis-
tic variableY and obtain the sorted training data
set P,

Construct the equivalence relatBh between
the output values of the output linguistic vari-
ableY in the sorted training data sét'’.

Divide the sorted training data in the sorted
training set P’ into r different output-value

Step 1:

Step 2:

Step 3:

Step 11:

setsQ; of the output linguistic variablé” and
r different input-value setd; ; of the input
linguistic variable X; based on thex-cuts of
the equivalence relation8” derived from the
output values of the output linguistic varialite
in the sorted training sef’, wherel < i < n
andl < j <.
Derive the membership functign,, () of the
output fuzzy setA; of the output linguistic
variable Y based on thex-cuts A; , of the
output fuzzy setd; with respect to the output-
value sets0;, wherel < j < 7.
Sort the input values of the input-value et
of the input linguistic variableX; in ascending
order, wherel <i<nandl <j <r.
Construct the equivalence relatiéflj between
the input values of thgth input-value setl; ;
of the input linguistic variableX;, wherel <
i<nandl <j <r.
Divide the input values of the input-value set
I; ; into T;(X;) input-value subsetsl; ;
based on ther-cuts of the equivalence relation
Rl ;,wherel <i<n,1<j<rl1<k<
T;(X;), and T;(X;) is the number of input-
value subsets obtained from tlith input-value
setl; ; of the input linguistic variableX;.
Derive the input membership function
pa; ;. (z;) of the input fuzzy setA; ;i
of the input linguistic variableX; based on
the a-cut Ag j r), o Of the input fuzzy set
A ;. % with respect to the input-value subset
1; ; & of the input linguistic variableX;, where
1<i<nandl <j<rl<k<Ti(X),
and T;(X;) is the number of input-value
subsets obtained from thgh input-value set
1; ; of the input linguistic variableX;.
Generate the fuzzy rules based on the hier-
archical relationship between the output fuzzy
set A; of the output linguistic variablé” and
the corresponding input fuzzy s; ; ;. of the
input linguistic variableX;, wherel < ¢ <
n,1<j<randl <k <7T;(X,).
Calculate the equality degree
E(A; j 1, Aij. k) between the input
fuzzy setsA; j, », and A; j, &, of the input
linguistic variable X; based on (25), where
1< £ 1<js <1 <k < T, (),
andl < ke < T, (x:).
|fE(Ai,j1,kly Ai,jz,kz) > (Equalitys where
OEquality 1S SPecified by the usetyrqualicy €
0,1,1 <j1 <71 < <1<k <
T;, (x;), andl < ko < Ty, (z;) then

Construct the new input fuzzy set
A new Of the input linguistic variable
X, by merging the input fuzzy sets
A oand A; g, of the input

linguistic variable X;
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TABLE | functions of the two input linguistic variables “Age” and
THE TRAINING DATA SET OF THE INSURANCE FEE PROBLEM [11] “Property,” and the output linguistic variable “Insurance Fee”
and generate fuzzy rules from the eight training samples based
Age Property Insurance Fee .
> 2 5550 on the proposed algorithm.
5 0 5100 [Step 1]: /* Sort the training data set in ascending order
according to the output values of the output
30 10 2200 R .
linguistic variable */
45 50 2500 : L
5 3 2600 Since the output values of the output linguistic
o n 750 variable “Insurance Fee” of the training data set
%0 shown in Table | have been arranged in ascending
30 3200 order, by performing Step 1 of the algorithm, the
80 40 3300 sorted training data set’ is shown as follows:

P’ ={(20, 30, 2000), (25, 30, 2100),
Replace the input fuzzy sets ;, «, and (30, 10, 2200), (45, 50, 2500),
A; 4., 1, Of the input linguistic variable .
X, in the antecedent parts of the fuzzy (50, 30, 2600), (60, 10, 2700),

rules by the new input fuzzy set; ,ew (80, 30, 3200), (80, 40, 3300)}.
[Step 2]: /* Construct the equivalence relati&f between
} the output values of the output linguistic variable
*
IV. AN EXAMPLE According to (3), the compatibility relatiof
In the following, we use the example shown in [11] to between the output values of the output linguistic
demonstrate the proposed fuzzy learning algorithm for con- variable “Insurance Fee” is constructed as shown
structing membership functions and generating fuzzy rules in (30) and (31), at the bottom of the page, where
from the numerical training data set. the equivalence relatio®” between the output
Example 4.1: An insurance company evaluates the insur- values of the output linguistic variable “Insurance
ance fee of a person based on the age and the property Fee” in the sorted training data séf can be
of the person. Assume that the eight training examples are derived by the max—min transitive closure of the
available as shown in Table |. Each input—output pair consists compatibility relation® as shown in (32), at the
of two input linguistic variables, “Age” and “Property,” and bottom of the page.
one output linguistic variable, “Insurance Fee.” The unit of the [Step 3]: /* Divide input—output pairs of the sorted training
property is ten thousand dollars. We will learn the membership data setP’ into different subsets based on the

r1.0 088 07 04 028 016 O 0 7
0.88 1.0 088 052 04 028 O 0
0.76 088 1.0 0.64 052 04 0 0

R— 04 052 064 10 088 0.76 0.16 0.03 (30)

028 04 052 088 1.0 088 0.28 0.16

0.16 028 04 07 088 10 04 0.28

0 0 0 016 028 04 1.0 0.8

L O 0 0 003 016 0.28 0.88 1.0

5 _ (3300 — 2000) + (3300 — 2100) + (3300 — 2200) + (3300 — 2500) + (3300 — 2600) + (3300 — 2700) + (3300 — 3200)
B 7

=828.57 (31)

r1.0 088 0.88 064 064 064 04 0417
088 10 088 064 064 064 04 04
0.88 088 1.0 064 064 064 04 04
064 064 064 10 088 08 04 04
064 064 064 088 1.0 08 04 04
064 064 064 088 088 10 04 04
04 04 04 04 04 04 10 0388

L04 04 04 04 04 04 088 1.0

(32)
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a-cuts of the equivalence relation between the

output values of the output linguistic variable */

Assume that the threshold valueis 0.8, then
the sorted training set’ can be divided into three
subsets7;, (G5, and GGz based on the 0.8-cut of
the equivalence relatioR” as follows:

Gy ={(20, 30, 2000), (25, 30, 2100),
(30, 10, 2200)}

Gy = {(45, 50, 2500), (50, 30, 2600),
(60, 10, 2700)}

G3 = {(80, 30, 3200), (80, 40, 3300)}.

Furthermore, the output-value sety, O», and
O3 of the output linguistic variable “Insurance
Fee,” the input-value set$; 1, I; o, and I; 3

of the input linguistic variable “Age,” and the
input-value setsl, 1, I> 2, and I, 3 of the in-
put linguistic variable “Property” are obtained as
follows:

O, = {2000, 2100, 2200}

0, = {2500, 2600, 2700}

O3 = {3200, 3300}, I 1= {20, 25, 30}
I o = {45, 50, 60}, I, 3 = {80, 80}
I 1 =130, 30, 10}, I2 2 = {50, 30, 10}
I> 3 ={30, 40}.

[* Derive the membership functions of the output
fuzzy sets of the output linguistic variable from
different «-cuts of the output fuzzy sets corre-
sponding to the output-value sets */

Assume that the threshold value of thecut
A; o(y) of the output fuzzy set; of the output
linguistic variable “Insurance Fee” corresponding
to the output-value sad; of the output linguistic
variable “Insurance Fee” equals to 0.8, where
1 <4 < 3. Then, based on (9)—(11), we can obtain
the membership function of the output fuzzy set
A, of the output linguistic variable “Insurance
Fee” represented by the triplét;, b;, ¢;), where
1 <4 < 3. The triplet(aq, b1, ¢1) of the output
fuzzy set A; of the output linguistic variable
“Insurance Fee” can be obtained as follows:

2000 + 2200
by = + = 2100
2100 — 2000

a; =2100 — == =7 — 1600

1-08

2200 — 2100

= 21 — = 2 .

1 00+ = 600

Thus, the membership functiop,,(y) of the
output fuzzy setd4; can be represented by the

[Step 5]:

triplet (a1, b1, ¢1) as follows:

y— 1600
=———— if 1600 < y < 2100,
500
=< 2600 — .
ta, (y) r—y’ if 2100 < y < 2600,
500
0, otherwise.

The triplet(as, ba, c2) of the output fuzzy setl,
of the output linguistic variable “Insurance Fee”
can be obtained as follows:

2500 + 2700
) = % — 2600
2600 — 2500
— 92600 — ——— =20 _ 91
as 600 1-08 00
2700 — 2600
c; =2600 + —— = 3100.

Thus, the membership functiop.s,(y) of the
output fuzzy setd, can be represented by the
triplet (a2, b2, c2) as follows:

y— 2100 .
2~ if 2100 < y < 2600,
500 :
=< 3100 — .
1, (y) 22TV 2600 < v < 3100,
500
0, otherwise.

The triplet(as, b3, c3) of the output fuzzy seti;
of the output linguistic variable “Insurance Fee”
is obtained as follows:

3200 + 3300

by = + = 3250
3250 — 3200

= 2” _—_ =

as = 3250 s 3000
3300 — 3250

3 = 3250 4+ o L% 3500,

1-08

Thus, the membership functiop.s,(y) of the
output fuzzy setd; is represented by the triplet
(as, b3, c3) as follows:

y— 3000 .
2 if 3000 < y < 3250,
250 ’
, = ¢ 3500 — .
1as(y) ‘)—y’ if 3250 < ¢ < 3500,
250
0, otherwise.

The membership functions of the output fuzzy
sets A;, A2, and Az of the output linguistic
variable “Insurance Fee” are shown in Fig. 8.

[* Sort the input values of the input-value sets of
the input linguistic variable */

The two input linguistic variables “Age” and
“Property” are denoted byX; and X,. In the
input-value setd; 1, I; », andly 3 of the input
linguistic variable “Age,” the sorted input-value
setsly ,, I ,, andlj , are the same as the input-
value setd; 1, 11 2, andl; s, respectively. In the
input-value setds 1, I» 2, andl, 3 of the input
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Grades of
Membership o A A A
1.0

08
0.6

04

02

0.0

1600 2100 2600 3000 310032503500

Fig. 8. The fuzzy sets of the output linguistic variable “Insurance Fee.”

linguistic variable “Property,” the sorted input-
value sets are represented By, , I; ,, andl; ;.

That is

Insurance

Fee

ILI ={20, 25, 30}, ILQ = {45, 50, 60}

11,3 = {80, 80}, I§71 = {10, 30, 30}
I§72 =410, 30, 50}, I§73 = {30, 40}.

[Step 6]: /* Construct the equivalence relation between the
input values of the input-value set of the input

linguistic variable */

Based on (13), the compatibility relations
Ry 1, Ry, and Ry 3 are derived from the
input-value setd; 1, 11,2, andl; 3 of the input

linguistic variable “Age,” respectively,

1 033 0
R,1=1033 1 0.33
| 0 033 1
[1 06 0
Ri,=106 1 02
(0 02 1
(1 1
Ry 3= 11
where
30— 20 30— 25
0= B39
60 — 45 60 — 50
5, (B0 —45) (6050
’ 2
6173 =Inf

where Inf means positive infinity.

The equivalence relations] |, R{ ,, andR] ;
of the input-value set$; 1, I; 2, andi; 3 of the
input linguistic variable “Age” can be obtained by
the max—min transitive closure of compatibility
relationsR; 1, R, 2, andR;_ 3, respectively

[1 033 033
R, =033 1 033
0.33 033 1
[1 06 02
R{,=106 1 02],
02 02 1

11
R£3:{1 1}

[Step 7]:

35

where
30—-10 30 —-30
b =010 EE030)
50 — 10 50 — 30
512:(0 );(o ) _ 30

82,3 =40 — 30 = 10.

By the same way, the compatibility relations
of the input-value setd; ,, I5 ,, and I3 ;3 of
the input linguistic variable “Property” can be
obtained as follows:

1 00
Ry1=10 1 1
0 1 1
1 033 0
Ry»=1033 1 033
| 0 033 1
1 0
R273—-0 1 .

Then, the equivalence relations of the sorted
input-value setd ;, I5 », and 5 5 of the input
linguistic variable “Property” can be obtained as
follows:

100
Ry, =10 1 1
0 1 1
(1 033 0.33
Rj,=033 1 033
1033 033 1
10
Bys=\y 1|

[* Divide the input-value set into different input-
value subsets based on thecuts of the equiv-
alence relation between the input values of the
input-value set */

Indeed, the training examples are so few that it
is not necessary to partition input values again.
The input-value subsets of the input linguistic
variables “Age” and “Property” are the same
with their corresponding input-value sets, and
the number of subsets for each input-value set
equals to oneT (X;) = To(Xy) = T3(Xy) =
1, Tl(XQ) = TQ(XQ) = Tg(XQ) = 1. Hence, the
input-value subsets of the input linguistic variable
“Age” are obtained as follows:

I 11 :Ii,l = {20, 25, 30}

I,01 =11 5 = {45, 50, 60}

531 =17 5 = {80, 80}.
The input-value subsets of the input linguistic
variable “Property” are obtained as follows:

Iy 11 :I§71 = {10, 30, 30},

Iy 01 :I§72 = {10, 30, 50},

Iy 31 =15 5 = {30, 40}.
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[Step 8]: /* Derive the membership functions of the input

b1,31 =

. . .. . Grades of
fuzzy sets of the input linguistic variable from the  mMembership 4 AL AL, A,
a-cut of the input fuzzy set corresponding to the 10 ¥ X
input-value subset */ 038 /\
The input-value subsets ; ; can be thought o1

of as thea-cut setA(; ; ;) . of the input fuzzy
set A, ; ; of the input linguistic variable “Age,”
wherei = 1,2, 3, andj = 1. Assume that
the threshold value of tha-cut setA ; ;) o is
equal to 0.7. Thus, we can derive the membership
function of the input fuzzy set, ; ; of the input
linguistic variable “Age” based on (17)-(19). The
triplet (CLL 1,1, b17 1,1, 617171) of the input fuzzy
setA; ; 1 of the input linguistic variable “Age”
can be obtained as follows:

(CL17171, b1,1,17 017171) = (833, 25, 4167)

The membership functiop4, , ,(x1) of the in-
put fuzzy setA; ; 1 of the input linguistic vari-
able “Age” can be represented by the triplet
(a17 1,1, b17 1,1, C1,1, 1) as follows:

/vLHALL1 (xl)

1 — 8.33 .

" if 833 <z €25,
16.67

——, if25< < 41.67
1667 & = =M= ’

0, otherwise.

The triplet (CL17271, b17271, 617271) of the input
fuzzy setA; » ; of the input linguistic variable
“Age” can be obtained as follows:

(CLL 2,1, b17 2,1, C1,2, 1) = (27.5, 52.5, 775)

The membership functiopy, , ,(x1) of the in-
put fuzzy set4, o 1 of the input linguistic vari-
able “Age” can be represented by the triplet
(a17271, b17271, 017271) as follows:

NAl,z,l(xl)

215

T2 i 975 < @y < 52.5,
2

—{ 775 .

L7 i 52.5 < a0y < TT.5,
25

0, otherwise.

The trlplet (a17371, b17371, 017371) of the input
fuzzy setA; 3 ; of the input linguistic variable
“Age” can be obtained as follows:

(CL1737 1, b1737 1, 01737 1) = (3667, 70, 10333)

where the value 0b; 3 ; is equal to the average
of the larget element of; , ; and the smallest
element off; 3 1, i.e.,

Max(40, 50, 60) + Min(80, 80)
2

= 170.

+p Age

. - . L
833 25275 36.67 41.67 525 70 715 103.3

The fuzzy sets of the input linguistic variable “Age.”

[Step 9]:

The membership functiop 4, , ,(x1) of the in-
put fuzzy setd, 3 i of the input linguistic vari-
able “Age” can be represented by the triplet
(CL17371, b17371, 017371) as follows:

NAl,z,l(xl)

— 3667

TLZDDL it 36,67 < a4y < 70,
33.33

—{ 103.33 - .

SO0 T i 70 < 4y < 103.33,
33.33

0 otherwise.

7

The input fuzzy setsl; ; 1, A1 2 1, andA; 31
of the input linguistic variable “Age” are shown
in Fig. 9. The membership functions,, , , (z2),
Py o 1 (w2), and g, ,  (x2) of the input fuzzy
setsA27 1,1, A27 2,1, A27 3,1 of the input Iinguistic
variable “Property” can be obtained as follows:

HAs 1, 1(]}2)
=3 if 0< <20,
20
={¢ 5333 —x2 .
T T2 f 20 < 20 < 53.33,
33.33
L0, otherwise.
HAz o, 1(372)
(*2 if 0< s < 30,
30
={ 96.67 — .
DOLZ 2 i 30 < 2y < 96.67,
66.67
L 0, otherwise.
/¢L142,3,1($2)
r o — 18.33 .
22 f 18.33 < o < 35,
16.67
= 51.67 — To .
—= if 35 < < 51.67
1667 & = o= T2=0Roh
\ 0, otherwise.

The input fuzzy sets427 1,1, A27 2,1, and A27 3,1

of the input linguistic variable “Property” are
shown in Fig. 10.

[* Construct fuzzy rules based on the hierarchical
relationships between the output fuzzy sets of the
output linguistic variable and the corresponding
input fuzzy sets of the input linguistic variables
*
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Grades of

Membership 4
10}

0.0
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[Step 10]: /* Calculate the equality degree between the

A2,1,1 Al.z,l Az.\,l

. L : » Property
18.33 36.67 40 51.6753.33 96.67 -

Fig. 10. The fuzzy sets of the input linguistic variable “Property.”

Sorted
training data
set P'

Fig. 11. The hierarchical relationship between the output fuzzylgetf
the output linguistic variable “Insurance Fee,” the input fuzzy4et; &,
of the input linguistic variable “Age,” and the input fuzzy sét ; ., of
the input linguistic variable “Property.”

The hierarchical relationship between the out-
put fuzzy setd; of the output linguistic variable
“Insurance Fee,” the input fuzzy set; ; &, of
the input linguistic variable “Age,” and the input
fuzzy setA, ; 1, of the input linguistic variable
“Property” is shown in Fig. 11.

Based on the hierarchical relationship between
the output fuzzy setd; of the output linguistic
variable “Insurance Fee,” the input fuzzy set
Ay, 1, Of the input linguistic variable “Age,”
and the input fuzzy setd, ; , of the input
linguistic variable “Property,” the fuzzy rules
of the Insurance Fee problem are generated as
follows:

IF Age is A; 1,1 AND Property isds 1 1
THEN Insurance Fee id;
IF Age isA4; » 1 AND Property isds 5 1
THEN Insurance Fee ids
IF Age isA4; 5 1 AND Property isd; 3 1
THEN Insurance Fee id5.

input fuzzy sets of the input linguistic variable
*/

Based on (25), we can calculate the
equality degree between the input fuzzy sets
A1,1,17 A1,2,17 A17371 of the input "ngUiStiC
variable “Age” as follow.

First, the area of the intersection of the two
distinct input fuzzy setsi; ;1 and A; 2 1 can
be calculated from Fig. 9 as follows:

(41.67 — 27.5) x 0.34
2

A1, 1,1 NAL 24] =
=2.4089.

The area of the union of the two distinct input
fuzzy setsA; ; ; andA; » ; can be calculated
as from Fig. 9 as shown in (33) at the bottom of
the page. Based on (25), the equality degree be-
tween fuzzy setsi; 1,1 and A, o 1 is obtained
as follows:
_ A0 AL

| A1 1,1 U AL 21
~2.4089
~39.2611
By the same way, the equality degrees,
E(AL 1,1, Al: 3, 1) and E(AL 2,1, Al: 3, 1), are
calculated as shown in (34) at the bottom of
the next page. The equality matri,. of the
input fuzzy sets of the input linguistic variable
“Age” is obtained as follows:

Ar1.1 A2 Az

E(Al, 1,1 A1,2, 1)

= 0.0613.

A1/ 1 00613 0.005
Eage= A191 [ 00613 1 0.3246
Az \ 0.005 03246 1

Based on (25), we can calculate the
equality degree between the input fuzzy sets
A27171, A27 2.1, A27371 of the input Iinguistic
variable “Property” as shown in (35) at the
bottom of the next page. The equality matrix
Ep:operty Of the input fuzzy sets of the input
linguistic variable “Property” is obtained as
follows:

Eproperty
Az 1.1 Az21 A3
Asa1 [ 1 04258 0.3685
= Ay, | 04258 1 041
Az 31 \0.3685 041 1

Assume that the value @frquality Specified by
the user is 0.5, then we can see that the equality
degrees between the input fuzzy sets of the

(41.67 — 8.33) x 1+ (77.5 — 27.5) X 1 — (41.67 — 27.5) x 0.34

|[A1,1,1 U AL 21| =

= 39.2611 (33)
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input linguistic variables “Age” and “Property” Grades of

in the gquality matricest s e an_d Eproperty Membership

respectively, are less than 0.5. It is not necessary 1.0

to perform the merge operation. 0.8

Finally, the fuzzy rules generated by the pro- 0.6

posed fuzzy learning algorithm are listed as 0.4

follows: 02
0.0 3.113.125 ;,95 6l,]75 6.78 9.6I25 > Sepal Length

IF Age isA4; 1 1 AND Property isd; ; 1
THEN Insurance Fee id;
IF Age isA4; » 1 AND Property isd; 2 1

Fig. 12. Fuzzy sets of the input variable “Sepal Length.”

Grades of
THEN Insurance Fee id, Membership
. . 10 |
IF Age isA;, 3,1 AND Property isds 3 1 08
THEN Insurance Fee id;. 0.6
04 |
0.2 h
V. EXPERIMENTAL RESULTS 0.0 T R »>=—% Sepal Width

There are three kinds of flowers in the Iris data [7], i.epig_ 13,
Setosa, Versicolor, and Verginica, where each flower can be
identified by the four kinds of input variables, i.e., sepal length, ¢ .4es of

Fuzzy sets of the input variable “sepal width.”

sepal width, petal length, and petal width. The unit of each Membership oL, L, R
input variable is centimeters. The Iris data set contains 150 1.0

data. Based on the proposed fuzzy learning algorithm, we 08 1

have implemented a program on a Pentium PC to generate the 8'2

membership functions and the fuzzy rules from the Iris training 02
data automatically and then evaluate the average accuracy rate 00
of the proposed fuzzy learning algorithm with the testing data

set. We use the MATLAB software to develop the prograrfig. 14. Fuzzy sets of the input variable “petal length.”

and randomly choose 50% of the Iris data as the training data

set and the other 50% as the testing data set. The membershiphe simplified fuzzy rules are as follows.

functions of the input variables are derived under the 0.5-cutR,: IF sepal length isSLy, AND sepal width isSWxgw
of the equality relations and shown in Figs. 12-15. The final AND petal length isPLy, AND petal width is PW,

+
*
'

'
1

: L h .
0.380.551.55 2.72 2.93 4.05 56 7.55 8.27 > Petal Lcngth

generated fuzzy rules are shown in Table II. THEN the flower is Setosa.
E(Al L1 Aps 1) _ |A17171 n A17371| _ (4167 — 3667) x 0.1
TS |A1 11 UAL 31| (41.67 —8.33) x 1+ (103.3 — 36.67) x 1 — (41.67 — 36.67) x 0.1
=0.005,
E(Al )1 Al 5 1) _ |A17271 n A17371| _ (775 — 3667) x 0.7
A |[A1,21 UA; 51| (775 —27.5) x 1+ (103.3 —36.67) x 1 — (77.5 — 36.67) x 0.7
=0.3246 (34)

E(Az11,A22,1)
|Ag 1 iNAg o] 53.33 x 0.84

= = = 0.4258
[A211U Ay 21| 5333+ 96.67— 53.33 x 0.84 o
E(As 1,1, A2,3,1)
A N A 51.67 — 18.33 0.7
_|A21,1N A 50] (5 ) % = 0.3685,

T Az11UAz 51| 5333+ 33.34— (51.67 — 18.33) x 0.7
E(As 2.1, A2,3,1)
| Az 21 M A 31
A2 21U As 51|
(40 — 18.33) x 0.85 + (0.85 + 0.9) x (40 — 36.67) + (51.67 — 36.67) x 0.9
(51.67 — 18.33) x 1+ (96.67 — 0) x 1 — [(40 — 18.33) x 0.85 + (0.85 + 0.9) x (40 — 36.67) + (51.67 — 36.67) x 0.9]
—0.41 (35)




WU AND CHEN: NEW METHOD FOR CONSTRUCTING MEMBERSHIP FUNCTIONS

Grades of

Membership
1.0
0.8
0.6
04
02
0.0

Fig. 15.

L L 1
0.120.18 0.35 1.181.35

Ml
195 252

TR Petal Width

Fuzzy sets of the input variable “petal width.”

TABLE I
SIMPLIFIED Fuzzy CLASSIFICATION RULES FOR THEIRIS DATA
Sepal | Sepal Petal Petal
Length | Width | Length | Width | Result
SL, SWcw PL, PW, Setosa

SLiew | SWoew PL, PW, Versicolor

SLicw | SWiew PL, PW, Virginica
TABLE 1lI

THE AVERAGE ACCURACY RATE OF THE
PROPOSEDFUZZY ALGORITHM FOR THE IRIS DATA

Setosa | Versicolor| Virginica | Average
100% | 93.38% | 95.24% | 96.21%
TABLE IV

A CoMPARISON OF THENUMBER OF Fuzzy RULES
AND THE NUMBER OF INPUT Fuzzy SETS BETWEEN
HONG-AND-LEE’'S ALGORITHM AND THE PROPOSEDALGORITHM

Hong-and-Lee’s | The Proposed
Algorithm [11] | Algorithm
Number of Rules 6.21 3
Number of [nput
Fuzzy Sets 8 8.21

Ry:

IF sepal length isSLygw AND sepal width is

SWxew AND petal length isPL; AND petal width
is PW,; THEN the flower is Versicolor.

R,

IF sepal length isSLygw AND sepal width is

SWxew AND petal length isPL, AND petal width
is PW5; THEN the flower is Virginica.

The average accuracy rate of the proposed fuzzy learning

algorithm after 200 runs is listed in Table Ill.

A comparison of the proposed fuzzy learning algorithm and

39

TABLE V
A COMPARISON OF THEAVERAGE ACCURACY RATE BETWEEN
HONG-AND-LEE’S ALGORITHM AND THE PROPOSEDALGORITHM

Hong-and-Lee’s| The Proposed
Algorithm [11] | Algorithm
Average Accuracy 95.57% 96.21%
Rate ' )

by Hong and Lee’s algorithm. Furthermore, the proposed algo-
rithm does not need to predefine any membership functions of
the input variables and the output variables. The membership
functions and fuzzy rules are generated by the proposed fuzzy
learning algorithm from the numerical training data.

VI. CONCLUSIONS

In this paper, we have presented a new fuzzy learning
algorithm based on the-cuts of equivalence relations and
the a-cuts of fuzzy sets to construct membership functions
and to generate fuzzy rules from numerical training data.
Furthermore, we also apply the proposed algorithm to the Iris
data classification problem. Based on the proposed algorithm,
we have implemented a program on a Pentium PC using
MATLAB Version 4.0 to deal with the Iris data classification
problem. The experimental results are compared with the re-
sults of Hong and Lee’s learning algorithm [11]. The proposed
algorithm is better than the one presented in [11] due to the
following facts.

1) The proposed algorithm could get a better average
accuracy rate than the one presented in [11]. From the
experimental results shown in the previous section, we
can see that the average accuracy rate of the proposed
algorithm is 96.21%, where the average accuracy rate of
Hong and Lee’s algorithm is 95.57%.

The proposed algorithm generates fewer fuzzy rules than
the one proposed in [11]. From the experimental results
shown in Section V, we can see that the number of fuzzy
rules generated by the proposed algorithm is 3, but the
number of fuzzy rules generated by Hong and Lee’s
algorithm is 6.21.

We do not need to partition the input spaces and the
output spaces into fuzzy regions or predefine any mem-
bership functions as shown in [11]. The membership
functions and fuzzy rules can be automatically derived
from the numerical training data by the proposed algo-
rithm.

2)

3)

Hong and Lee’s algorithm [11] in terms of the number of the

fuzzy rules and the number of the input fuzzy sets are shown

in Table IV.

A comparison of the experiment results between Hong anl!
Lee’s algorithm [11] and the proposed algorithm is listed in[2]

Table V.

3

From Tables IV and V, we can see that the average accura<[:>;
rate of the proposed algorithm is better than that of Hon

and Lee’s algorithm. The number of rules generated by the'
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