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Correspondence

Fuzzy Query Processing for Document Retrieval al. presented a fuzzy query processing method using clustering

Based on Extended Fuzzy Concept Networks techniques. In [17], Lucarellat al. proposed an information retrieval
method based on fuzzy concept networks. In [18], Mugsial.
presented a fuzzy document retrieval method based on two-valued
indexing. In [19], Miyamoto presented a fuzzy information retrieval
method based on fuzzy associations. In [20], Radechi presented a

Abstract—in this paper, we present a new method for fuzzy query mathematical model of information_ retrieval system based on t_he
processing for document retrieval based on extended fuzzy concept theory of fuzzy sets. In [21], Radechi presented a fuzzy set theoretical
networks. In an extended fuzzy concept network, there are four kinds approach to document retrieval. In [25], Tahuni presented a fuzzy
of fuzzy relationships between concepts, i.e., fuzzy positive association,model of document retrieval system. In [28], Zemankova presented a
g\ﬁzixrggggg‘éefiSZSZ?/C'?gg&;‘:ﬁ’é&%ﬁﬁrﬂ:ﬁng’ ;’L%L‘fééys}f’e:ar'glgggr?' fuzzy intelligent information system FIIS. However, either efficiency
matrix and a relevance matrix, where the elements in a relation matrix OF effectiveness of these methods are not satisfied. Thus, there is an
represent the fuzzy relationships between concepts, and the elements inincreasing demand to develop a more powerful fuzzy information
a relevance matrix indicate the degrees of relevance between concepts.retrieval method to deal with document retrieval.

The implicit fuzzy relationships between concepts can be inferred by the 1, 181 \ye have presented a method to deal with document retrieval
transitive closure of the relation matrix. The implicit degrees of relevance .
between concepts also can be inferred by the transitive closure of the based_on concept networks [17], where concept matrices are used for
relevance matrix. The proposed method is more flexible than the ones modeling concept networks. The method presented in [8] is more
presented in [8] and [17] due to the fact that it allows the users to flexible than the ones presented in [9] and [17] due to the fact
perform positive queries, negative queries, generalization queries, and y4; it has the capability to deal with interval queries and weighted-
specialization queries. The proposed method allows the users to perform . . . . . .
fuzzy queries in a more flexible and more intelligent manner. interval queries. However, there is only one kind of fuzzy relationship
between concepts in the concept networks presented in [8] and [17],
i.e., fuzzy positive association relation. If we can provide more kinds
of fuzzy relationships between concepts in a concept network, then
there is room for more flexibility. In [14], Kracker has presented

I. INTRODUCTION a fuzzy concept network model which has four kinds of fuzzy
In [24], Saltonet al pointed out that an information retrieval "élationships between concepts, (i.e., fuzzy positive association, fuzzy
system is a system which is used to store items of informatigi§gative association, fuzzy generalization, and. fuzzy specialization)
that need to be processed, searched, retrieved, and disseminatd@'tguPPorting database queries. In this paper, we generalize the
various user populations. The primary purpose of establishing gffinitions of fuzzy concept networks presented in [8], [11], and
information retrieval system is to assist the users to efficiently al’] to propose the concept of extended fuzzy concept networks
quire information [8]. Most commercial information retrieval system8ased on [14]. We also present a new method for document retrieval
currently still adopt the Boolean logic model. These informatioRased on the extended fuzzy concept networks. In an extended fuzzy
retrieval systems are based on the assumption that documents @@#fept network, there are four kinds of fuzzy relationships between
be precisely described by sets of index terms and that informatie@ncepts, i.e., fuzzy positive association, fuzzy negative association,
needed by the users can be represented by Boolean search requeg@ generalization, and fuzzy specialization. An extended fuzzy
However, the information retrieval systems based on the Boole@@ncept network can be modeled by a relation matrix and a relevance
logic model are rather restricted in applications due to the fact tHagtrix, where the elements in a relation matrix represent the fuzzy
these systems are unable to represent uncertain information. If thegl@tionships between concepts, and the elements in a relevance
is uncertain information, the query processing of these systemsm@trix indicate the degrees of relevance between concepts. The
not handled properly [8]. In recent years, several fuzzy informatidmplicit fuzzy relationships between concepts can be inferred by
retrieval methods based on fuzzy set theory [27] have been propodegl transitive closure of the relation matrix. The implicit degrees
for improving the disadvantage of the Boolean logic model, such aérelevance between concepts also can be inferred by the transitive
[8], [9], [12], [17]-[21], [25], and [28]. closure of the relevance matrix. The proposed method is more flexible
In [8], we presented a knowledge-based fuzzy information retrievéian the ones presented in [8] and [17] due to the fact that it allows
method to deal with document retrieval, where concept matrict#e users to perform positive queries, negative queries, generalization
are used for knowledge representation, and simple queries, weighyeeries, and specialization queries. The proposed method allows the
queries, interval queries, and weighted-interval queries are allowesers to perform fuzzy queries in a more flexible and more intelligent
for document retrieval. In [9], Ket al. presented a fuzzy information manner.
retrieval system model for document retrieval. In [12], Kaneel The rest of this paper is organized as follows. In Section I,
Manuscript received January 6, 1997; revised August 31, 1997. This woé briefly reVIeW.the definitions  of Concept_ qgtworks from [8]
was supported in part by the National Science Council, Republic of Chir@d [17]. In Section lll, we present the definitions of extended
under Grant NSC 86-2213-E-009-018. fuzzy concept networks. In Section IV, we use relation matrices and
TaiSv(/;\fl.U?\?\?;rsiistl ngﬂgé?eeniegﬁﬁggﬁn°J|oEIeCtTrZPigi E'Pag\i,\r}:r?ri;gé gationﬁ‘blevance matrices to model extended fuzzy concept networks. In
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Fig. 1. A concept network.

Fig. 2. A concept network of Example 2.1.
1. CONCEPT NETWORKS

In [17], Lucarellaet al. have proposed concept networks for fuzzy
information retrieval. A concept network includes nodes and directed ~".
links, where each node represents a concept or a document; e %?1255 ofoour documents/y, dz, ds, d1, and seven concepts
directed link connects two concepts or directs from one con€gpt 172" T T . )
to one document; and is labeled with a real value between zero If the query descriptor) is
and one. IfC; & C;, then it indicates that the degree of relevance Q = {(C5,1.0)}
from conceptC; to conceptC; is pu, wherep € [0,1]. If C; & d;,
then it indicates that the degree of relevance of documienvith where 1.0 represents the relevance value of the query descfjptor

respect to concept’; is 1, wherep € [0,1]. For Example, Fig. 1 with respect to the concefts, then the relevance value of document

Example 2.1: Assume that the concept network shown in Fig. 2

shows a concept network, whe€a , C-,---, and C; are concepts; d2 with respect to concepf’s can be evaluated. From Fig. 2, we
di,ds,ds, andd, are documents. can see that there are three different routes which can be applied for

From Fig. 1, we can see that documéhptcan be expressed as adetermining the relevance value of documéntwith respect to the
fuzzy subset of concepts, where conceptCs.

1) The first route iCs — C — ds.

d> = {(C1,0.6),(C2, 1), (C5,0.8)}- Based on [17], the relevance value of documéntwith

A concept network is assumed to consist /ofnodes and some respect to concept’y can be determined as follows:
directed links between concepts. LEtbe a set of concepts, = min (0.7,0.6) = 0.6

{C1,Cy,--+,Cy}, and let the value associated with the directed link B o

form concep; to concept”’; be denoted by¥'(C;, C;), whereF is 2) The second route €5 — C4 — Cy — do.

a mapping functionf: C'x ' — [0,1], and F(C%, C;) € [0, 1]. If Based on [17], the relevance value of documéntwith
the relevance value from concept to concept’; is F(C;, C;), and respect to concepf’s can be determined as follows:

if the relevance value from conce@t; to conceptCy, is F'(C;, Cr),

then the relevance value from concept to conceptC; can be min (0.9,0.9,1) = 0.9.

evaluated by the following expression:
3) The third route isCs — C4y — C5 — da.

F(C;,Ck) = min (F(C;,C;), F(Cj,Ck)). (1) Based on [17], the relevance value of documépntwith
respect to concepf’s can be determined as follows:

Similarly, if F(Cy,Cy), F(C2,Cs),---, and F(C,,C,_1) are
known, then we can get min (0.9,0.5,0.8) = 0.5.
F(C1.Cpn) = min (F(C1,C2), F(C2, C3), -+ F(Cr1, Cn)). Then, based on [17], we can see that the relevance value of the

] (2)  documentd, with respect to the concefts is
In a concept network, each document has a different relevance

value with respect to each concept. The document descriptor [8] for max (0.6,0.9,0.5) = 0.9.

the documentl; is defined as a fuzzy subset of the collection of ) ] )
concepts by the following expression: The reasoning procedure should be repeated n times if there are n

documents. However, there is only one kind of fuzzy relationship
dj = {(Ci. fa,(C:)|(C; € C} between concepts in the concept networks presented in [8] and
) ) [17], i.e., the fuzzy positive association relation. If we can provide
where fa,(Ci), fa;: € — [0, 1], represents the degre? of relevance, e kinds of relationships between concepts in a concept network,
of documentd; with respect to cqncepﬁ. Each user's query can then there is room for more flexibility. In Section lll, we will
be represent_ed by a query descnp@;rexpr(_essed as a fuzzy SUbsebeneralize the concepts of concept networks to propose the concepts
of the collection of concepts by the following expression: of extended fuzzy concept networks which allows four kinds of fuzzy
Q = {(Ci, fo(C))|Cs € C} relatio_nships be:tvv_een concepts, i.e.: fuz_zy positive associat_ior_l, fu_zzy
negative association, fuzzy generalization, and fuzzy specialization.
wherefq(C;), fo: C — [0,1], represents the relevance value of thélore powerful knowledge representation capability is consequently
query descripto) with respect to the concet;. provided for.



98 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 29, NO. 1, FEBRUARY 1999

Ill. EXTENDED Fuzzy CONCEPT NETWORKS

In this section, we propose the definitions of extended fuzzy con-
cept networks based on [14]. The extended fuzzy concept networks
are more general than the fuzzy concept networks presented in [8(]0,‘9’ P
[11], [14], and [17]. There are four kinds of fuzzy relationships
between concepts in an extended fuzzy concept network, i.e., fuzzy
positive association, fuzzy negative association, fuzzy generalization,
and fuzzy specialization. The fuzzy relationships between concepts
are described as follows.

1) Fuzzy positive associationelates concepts which in some
contexts have a fuzzy similar meaning.

2) Fuzzy negative associatiorelates concepts which are fuzzy
complementary, fuzzy incompatible or fuzzy antonyms.

3) Fuzzy generalizatios a concept that is regarded as a fuzzyig 3. an extended fuzzy concept network.
generalization of another concept if it includes that concept in
an analytic or partitive sense. -

N . . .. . .
4) Fuzzy specializations the inverse of the fuzzy generalization 6) ci(‘—ﬂ d;, then there is a negative association relationship

relationship. between concept; and documend;, and the relevance degree
The fuzzy relationships between concepts introduced above are IS #» Whereu € [0, 1] (i.e., document; possesses the concept
described formally as follows. which' is 1 x 100% complementary with the concept).
Definition 3.1: Let C' be a set of concepts, then 7) ¢ il d;, then there is a generalization relationship between
1) fuzzy positive associatiol is a fuzzy relationP: C' x C — concepte; and documentd;, and the relevance degree is
[0, 1]. which is reflexive, symmetric, and maxtransitive; p, where € [0,1] and conceptr; is more general than
2) fuzzy negative associatiolV is a fuzzy relation,N: C x the concept possessed by documéntwith the degree of
C — [0,1], which is anti-reflexive, symmetric, and méax- H (X %?0%
nontransitive; 8) ¢ L5 d;, then there is a specialization relationship between
3) fuzzy generalization is a fuzzy relationz: C' x C' — [0, 1], concepte; and documentd;, and the relevance degree is
which is anti-reflexive, antisymmetric, and m&stransitive; i, where p € [0,1] and concepte; is more special than
4) fuzzy specializatior§ is a fuzzy relationS: C x C — [0, 1], the concept possessed by documeéntwith the degree of
which is anti-reflexive, antisymmetric, and m&stransitive. 1 x 100%.
Furthermore, the following restrictions hold [14]. Every directed link in an extended fuzzy concept network is labeled
1) P(cicj) # 0 — N(cioe;) = 0 and G(e;,e;) = 0 and with a pair of values(u, '), where @ denotes _the (_jegree of
S(ciye;) = 0 and P(cj,¢;) = Plei,c;):; relevancey € [0, 1], and F' R denotes the fuzzy relationship between
2) N(ci,e;) # 0 — Plcive;) = 0 and G(ci,c;) = 0 and  CONCepLe: and conFeptj or between concept; and document,
S(cive;) =0 and N(cj,e;) = N(ei,c)); where FR € {P,N,G, S}.
3) G(ci,e;) # 0 — P(ei,e;) = 0 and N(ej,e;) = 0 and Example 3.1:Assume that an extended fuzzy concept network as
S(in,g) -0 andS(q.CJ = G(ci,cj); - shown in Fig. 3, where:;, c2, -+, c7 are concepts, and,, ds, ds,
2 Seeh £ 0 s Ploes = 0 od N(eive;) = 0 and andd, are documents, then we can see that docunigmossesses
Gles o) = 0 and Gle,. er) = S(er, e,); ' 50% of concept:, 80% of concepts, and document> possesses

; o the concept which is 100% complementary with the coneept
or everyci. ¢; E L In an extended fuzzy concept network, if the relevance degree
In the following, we present the definition of extended fuzz%etween concept; and concept; is ji:;, whereui; € [0,1], and
7 -7 “17 9 “13 Ll Ll

concept networks. if the relevance degree between conceptand concepty. is ik,

Definition 3.2: An extended fuzzy concept network consists O\thereujk € [0, 1], then the relevance degree, between concept
nodes and directed links. Each node represents a concept of. g.q concepf:k can be calculated as follows:

document. Each directed link connects two concepts or connects from
a concepte; to a documentl;. If fire = min (fiij, jux) (3)

1) ¢ wh) ¢;, then there is a positive association relationshigshere ;. € [0, 1]. Furthermore, if the relevance degree between
between concept; and concept;, and the relevance degreeconceptc; and conceptes is 12, the relevance degree between

is u, whereyp € [0, 1]. conceptcz and conceptes is ps3,---, and the relevance degree
2) ;"™ ¢, then there is a negative association relationshipetween concept, 1 and conceptey is fi(n—1)., Where i, €
between concept; and concept;, and the relevance degreel: 1], pos € [0.1],---, and pgn—1)n € _[0= 1]. then the relevance
is 1, where s € [0, 1]. degree between conceptand concepty, is 1., Whereu, € [0, 1]
(1, @) . and
3) ¢; — ¢j, then concept; is more general than concept,
and the degree of generalizationis wherep € [0, 1]. Pin = min (p1o, fl23, s fln—1)n)- (4)
(1,5)

4) ci — ¢;, then concept; is more special than concept and | an extended fuzzy concept network, if the fuzzy relationship
the degree of specialization js whereu € [0, 1].

: between concept; and conceptc; is FR;;, and if the fuzzy
5) ¢ () d;, then there is a positive association relationshipelationship between concept and concept:. is FR;;, then the
between concept; and documend;, and the relevance degreefuzzy relation F R, between concept; and conceptc, can be
is u, whereu € [0,1] (i.e., documenti; possesses conceat obtained by Table I, where P, N, G, and S stand for fuzzy positive
with the degreeu x 100%). association, fuzzy negative association, fuzzy generalization, and
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TABLE | TABLE I
THE COMBINATION OF Fuzzy RELATIONSHIPS THE COMBINATION OF Fuzzy RELATIONSHIPS IN RELATION MATRICES

P N | G S P IN|G|S | Z

p p N G S PP IN|G|S}P

N N P N N N P N N N

G G N G P G G N G P G

3 s | ~ | 7 S s s|NlP|s|s

Z | PINI{G|S|Z

fuzzy specialization, respectively. In Table I, the first row shows the
four possible fuzzy relationships #1R;;, and the first column shows A
the four possible fuzzy relationships 6fR ;.. The other elements in where the elemerit (c:, L;f) represents the rerlevance degree between
the table are the combination 8fR;; and F R;. From Table |, we CONCEPLs™: andc;, andV'(ci, ¢;) € [0, 1]. If V(ci, ;) =0, then the
can see that the combination of two relationships of the same tyjfievance degree between concepind concept; is not defined
results in a relationship of this type except for negative associationgP!icitly by the experts. - _

(N) which get positive associations (P). In Table I, we let these Definition 4.2: Assume tha” is a relevance matrix

four kinds of fuzzy relationships have different priorities, i.e., the

Definition 4.1: A relevance matrixV' is a fuzzy matrix [13],

negative association (N) has the highest priority, generalization (G) ‘/’}1 ‘/’}2 ‘ZI”
and specialization (S) have lower priority, and the priority of the V= ‘/.21 ‘/?2 o Ve
positive association (P) is the lowest. In Table I, the combination : : : :

of the high priority relationship and the low priority relationship Viir Vi - Vi,

results in a relationship of high priority except the combination of
generalization (G) and specialization (S) which results in positisghere » is the number of concepts,; € [0,1],1 < ¢ < n, and
association (P). 1 < j < n. See (5), at the bottom of the page, whereg” ‘is
In order to describe the different relevance degrees and fuzthe maximum operator andA” is the minimum operator. Then,
relationships between documents and concepts, we can representitbee exists a positive integer, wherep < n — 1, such that
documents by extended fuzzy sets which are fuzzy subsets of #ie = V?* = VP2 = ... Let T = VP, thenT is called the
set of concepts, where extended fuzzy sets are the generalizatiomrafsitive closure [13] of the relevance matfix
fuzzy sets [27]. For example, l&i' be a set of concepts. Then, a Definition 4.3: The relation matrixR is a fuzzy matrix, where the
documentd; can be represented as follows: elementR(c;, c;) represents the fuzzy relationship between concept
c¢; and concept;, whereR(ci,c;) € {P,N,G,S,Z}and P, N, G, S
dj = {(ei, (va;(ei),ray(ci)))lei € C} stand for fuzzy positive association, fuzzy negative association, fuzzy
wherev,, (c;) represents the relevance degree between docufpentdeneralization, and fuzzy specialization, respectivehfiz(f:, c;) =
and concept:, va,: C' — [0,1], and ra,(c;) stands for the fuzzy Z, then_ the fuzzy _relatlonshlp between conceptind concept; is
relationship between the documehtand the concept;, r4,: ' — ot defined explicitly by the experts.
{P,N.G,S}. Let R be a relation matrix

A user’s queries also can be represented by an extended fuzzy

set shown as follows: 11 Ti2 0 Tin
21 T22 T Ton

Q = {(ci, (vq(ci).rq(ei)))|c: € C} R=
where v (¢;) represents the relevance degree between the query Tnt Tn2  cr Tan

@ and concepte;,vg: C — [0,1], and ro(c;) stands for the

fuzzy relationship between the que€y and concept;.rg: C — wheren is the number of concepts;; € {P,N,G,8,2},1<i < n,

{P,N,G,S}. and1 < j < n. See (6), at the bottom of the next page, Wh@"
is the operation of choosing the highest priority fuzzy relationship
IV. RELATION MATRICES AND RELEVANCE MATRICES and is the operation of choosing the combination of two

In this section, we present the definitions of relation matrices amelationships according to Table Il, where Table Il is similar to
relevance matrices which can be used to model the extended fuZaple | except that we add character “Z” to represent the relationship
concept networks. The definitions of the transitive closure of relatidretween concepts which is not explicitly defined by the experts. From
matrices and the transitive closure of relevance matrices are alsle I, we can see that the combination of two relationships of the
presented. same type results in a relationship of this type except for negative

I \/ (vii Avir) \/ (vii Aviz) -~ \/ (v1i A vin) T

i=1,--,n

t=1,---,n =1 n
. ] ) ‘ \/ (7.!211 A Ui,1) ‘ \/ (7_!2,; A U,'Q) e ' \/ (1:2,; A 1),‘")
V2=V oV = |=tn it . )

\/ ('L.’ni A L’il) \/ (’-'nz A L’iZ) . . \/ ('L.’ni A Uz'n)

Li=1,---,n i=1,---,n i=1,---,n -
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the relation matrixR as follows:

rl 07 05 05 08
0.7 1 05 05 0.7

05 05 06 1 0.5

P S S S N
G P P S N
L=|G P P S N
G G G P N
IN N N N P
0.6,G)
V. Fuzzy QUERY PROCESSING FORDOCUMENT RETRIEVAL
@ BASED ON EXTENDED Fuzzy CONCEPT NETWORKS
In Section Ill, we have introduced that a document can be rep-
Fig. 4. An extended fuzzy concept network of Example 4.1. resented by an extended fuzzy set, where each concept represents a

topic or an attribute. In this section, we use document descriptor rele-
o . - I vance matrices and document descriptor relation matrices to represent
associations (N) Wh'Ch. get _posmve assomatn_)ns (P)' Furtherr_nore,dgcumemsy where the document descriptor relevance matrix is used
Table II, we let these five kinds of fuzzy relationships have dlffere_% represent the relevance degrees between concepts and documents,

priorities, I.e., the negative association (N) has the highest PIoNY,, § the document descriptor relation matrix is used to represent the

generalization (G) and specialization (S) have the second high(gf)zy relationships between concepts and documents. The definitions

priority, _the priority of the positive association (P) is lower, an f document descriptor relevance matrices and document descriptor
the relationships (Z) not explicitly defined by the experts have tr}glation matrices are presented as follows

lowest priority. In Table I, the combination of the high priority Definition 5.1: Let P be a set of documents? = {d,.ds
relationship and the low priority relationship results in a relationship ", and letC' be a set of concepts’ = {c1, s v . }’

of high priority except the combination of generalization (G) ancf'he document descriptor relevance matkixis shown as follows:
specialization (S) which results in positive association (P). Then,

there exists a positive integer, wherep < n — 1, such that c1 Ca ottt Cp
RP = RPT! = RPY? = ... Let L = RP?, then L is called the dy rvir vie e vin
transitive closure of relation matrig. do |var vz o- wvam

Example 4.1: Assume that there is an extended fuzzy concept
network as shown in Fig. 4, then, we can model this extended fuzzy
concept network by the relevance matfix and relation matrixR .
shown as follows: dm

D::

Uml Um2 - Umn

wherem is the number of documents, is the number of concepts,
v;; stands for the relevance degree between docurheantd concept
cj,vij € [0,1,1 < i < m,andl < j < n.

Definition 5.2: Let P be a set of documents = {di,d.,
--+,d.,}. and C be a set of concepts) = {ci,¢cz,--+,¢cn}. The
document descriptor relation matri¢ is shown as follows:

™ S S Z N
G P 7Z 7 7Z & ca ot Cp
R=|G Z P S Z di TP T2 e Fin
Z y/ G P 7 (12 21 722 e Ton
IN Z Z Z P . . .
M=
Then, based on the previous discussion, we can obtain the transitive
closureT of the relevance matri¥” and the transitive closurg of dm Lrm1 T2 o007

\/.n(?u?‘n) \/n('ru?“n) \/ (7“1;,7“;,n)

=1, 1=1,--,n
R°=RoR= .v“n(TziM) vn('rzim) v ("“mrm) (6)

=1, 1=1,--,n

\/ (rm'ril) 11\(-,n(r"iri2) \/ L('rmrin)_

Li=1, - n i=1,
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wherem is the number of documents,is the number of concepts;,; represented as follows:
stands for the fuzzy relationship between documg&nénd concept
¢j,ri; € {P,N,G,S,Z},1 <i<m,andl < j < n.

In a document descriptor relevance matiix and a document
descriptor relation matrix(/, the relevance degrees and fuzzy re-
lationship between concepts and documents are given subjectively
by experts. However, the experts may somehow forget to set some
relevance degrees and fuzzy relationship between concepts and
documents. Ingthis case, we cgn obtain theFi)mpIicit relevance cFi)egr re s € [o, 1]"‘?’: S 1]’t‘i_'j € {P.N.G.5,Z}.y; €
and fuzzy relationships between concepts and documents by me -G8 211 < j < nl < i < monis the number of
of the transitive closur@ of the relation matrix” and the transitive C°MCEPLS, andn is the number of documents. Let(j) andqr(j)
closureL of the relevance matrig, respectively. LetD* = D & T, pe thejth element of the query (:!escrlptor relevance veéfoanq the
then D* is the document descriptor relevance matrix containin h elgment“qf the query de“s(’:’nptor r_elgno_n veagor respectively.
implied relevance degrees between concepts and documents. . o) =" or qr(j) = then it indicates that concept;

M* = M © L, then M~ is the document descriptor relation'S neglected by t.he user’s query. The degree of satisfaction that
matrix containing implied fuzzy relationships between concepts alq&cumentd,; satisfies the user's quely can be evaluated by
documents. The matricd3* andM ™ are used as a basis for similarity RS(d;)

measures between queries and documents described later.

QU

vi = (8i1, 502, Sin)

7 =(ti,tia, - tin)

=

=

r:<y1%y2%"'v?/77>

=

The user's queryQ can be represented by a query descriptor Z T({sijstii) (2 9i))
relevance vectofit and a query descriptor relation vectgr. In _ w()#"" andgr()#™”" and j=1,-n
this case, if the user’s query is shown as follows: k @©
Q = {(c1, (w1.91)), (c2, (w2.92)), -+ s (en, (nayn ) } whereRS(d;) € [0,1],1 < i < m, andk is the number of concepts
not neglected by the user’s query. The larger the valu®6fd;),
then the more the degree of satisfaction that the docuniesttisfies the

user’'s query. In a fuzzy information retrieval system, we also can set

up a retrieval threshold valuk, where A € [0,1]. If RS(d;) > A,

which indicates that document; satisfies the user's query. The

T =(y1.y2. " Yn) information retrieval system would display every document having
a retrieval status value greater than the threshold valuerhere

where z; € [0,1] indicates the desired relevance degree of thk € [0:1], in a sequential order from the document with the highest

document with respect to concept andy; € {P,N, G, S} indicates Tetrieval status value to that with the lowest one.

the desired fuzzy relationship of the document with respect to concepExa@mple 5.1: Consider the extended fuzzy concept network

ci,and1 < i < n. In a query descriptor relevance vectgr, if Shown in Example 4.1, where the extended fuzzy concept network

#; = 0, then it indicates that documents desired by the user dof@S been modeled by the relevance makfiand the relation matrix

U ={x1,&2, ", Tn)

| L=

=)

possess concept. If x; = “-” then it indicates that the relevance F£ as shown in Example 4.1, we can see that the transitive cl_déure
degree of the desired documents with respect to concepan be of thg relevance matri® and the transitive closurg of the relation
neglected. In a query descriptor relation vedfer if y; = “-,” then ~Matrix ;2 follows:
it indicates that the fuzzy relationships of the desired documents rl 0.7 05 05 038
with respect to concept; can be neglected. If; = “N,” then 0.7 1 05 05 0.7
the user wants to perform a negative query, i.e., there is a negative T=105 05 1 06 0.5
relationship between the desired documents and conrgefft y;, = 05 05 06 1 0.5
“G,” then the user wants to perform a generalization query, i.e., 0.8 0.7 0.5 05 1
there is a generalization relationship between the desired documents ‘P § S S N
and concepte;. If y; = “S,” then the user wants to perform a G P P S N
specialization query, i.e., there is a specialization relationship between L=l P P § N
the desired documents and concept G G G P N
Let (x, s) and(y.t) be two pairs of values where € [0,1],y € IN N N N P

[0,1],s € {P,N,G,S}, andt € {P,N,G,S}, then the degree of

similarity between(z, s) and(y, ) can be evaluated by the functionAssume that there are five documents in a fuzzy information retrieval

T, ' system, and the document descriptor relevance mdwriand the
document descriptor relation matrid are shown as follows:

; 0 if s £t -1 1 1 0 0

F(lrs) 1)) = {1 —lr—y| ifs=t " 05 1 0 07 0

D=10 0 0 06 0

where T((z,s).(y.t)) € [0,1]. The larger the value of 08 1 1 1 0

T({x,s),{y,t)), the more the similarity between(x,s) and 0.4 09 0 0 1
{(y,t). Assume that the document descriptor relevance veétor S S Z Z
(i.e., theith row of the document descriptor relevance maffix), G P Z S Z
the document descriptor relation vectdr; (i.e., the ith row of M=\72 7 7 S Z
the document descriptor relation matd*), the query descriptor P S 5 5 Z
relevance vectofv and the query descriptor relation vecer are LS Z Z N
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Then, based on the previous discussions, the document descripthere s;; € [0,1].¢;; € {P,N,G,S,Z},1 < ¢ < m, and1 <
relevance matrixD* and the document descriptor relation matrix < n. Then, based on formulas (7) and (8), the degree of similarity

M™ can be obtained as follows: between the sub-query); and the documents can be expressed by
1 1 1 0.6 0.8 al < m matrix RS;, wherem is the number of document and
07 1 06 07 0.7 1 < i < 2. In this case, the degree of similarity between the user’s
D*=DoT=105 05 06 06 0.5 query () and the documents can be calculated as follows:
0.8 07 1 06 0.8 x o v i
0.8 09 05 05 1 RS™(di) = max (RS1(d:), RS> (d:)) ©)
P S S SN where
G PP SN
RS (d;
M*=M2Q=|P S S S N H(di)
P S S SN T((sijstij) (w15, Y15))
P S S SN _ anG)# " and gri(#" and j=1,n
If the user's query represented by the query descriptor relevance ki
vectorgu and the query descriptor relation vectpr are as follows: (10)
70 = (0.6,1,0.8, -, 0.7) RSy (di)
77 =(P.S,G,-.N) > T((sijstij). (w255 y2;))
i i quz(j)¢“-" and qrz(j);éu'" and j=1,---,n
then based on (7) and (8), the degree of satisfaction that each = A
document satisfies the user's query can be evaluated shown as 2 1)
follows:
RS(d1) =0.625 wherek; is the number of concepts not neglected by the sub-query
‘ L @1, ke is the number of concepts not neglected by the sub-query
RS5(d2) =0.25 Q. RS1(d;) € [0,1], RS2(d;) € [0,1], and1 < i < m. RSy (d;)
RS(dy) =0.35 represents the degree of similarity between the sub-qganand

documenti;; RS2 (d;) represents the degree of similarity between the

sub-query@. and document/;; the retrieval status valu®S*(d;)
RS(ds) =0.6. represents the degree of similarity of the user's quenyith respect

If the retrieval threshold given by the userXs= 0.5, then we can t0 documentd;, and1 < i < m. The fuzzy information retrieval

see that document; is not suitable to the user's query due to théystem would display every document having a retrieval status value

fact that the retrieval status value of the documénts less than the 9greater than the threshold valuein a sequential order from the

retrieval status valug (wherex = 0.5). Furthermore, we also can seedocument with the highest degree of retrieval status value to that

that the documents which satisfy the user's querydatel,, ds,ds. ~ With the lowest one, whera € [0, 1].

In this case, document d1 is the best choice for the user's query, du&xample 5.2: Same assumption as in Example 5.1, where the

RS(ds) =0.6

to the fact that it has the largest retrieval status value. retrieval status valug given by the user is 0.5 (i.e\,= 0.5), and the
Consider the following OR-connected quefy document descriptor relevance matfiX and document descriptor
Q=01 orQ relation matrixA/* are as follows:
T e ot 11 1 06 0.8
where 0.7 1 06 07 0.7
Q1 = {(c1, (w11, y11))s (€2, (212, y12))s - -+ D*=10.5 0.5 0.6 0.6 0.5
(em (: o 08 07 1 06 0.8
e (Tt Yin ) ) 0.8 09 05 05 1
Q2 ={(c1. (w21, y21)). (c2. (w22, y22)), ™ S S S N
(Cn-, <-'172n3 y2n>)} G P P S N
. M*=|P S S S N
then the sub-query);: can be represented by a query descriptor PSS S N
relevance vectogu; and a query descriptor relation vectpr; the P S S S N
sub-query@, can be represented by a query descriptor relevance ) _
vectorguz and a query descriptor relation vectr;, where Assume that the user's quefy is as follows:
UL ={x11, T12, "+, T1n) Q=01 0RQ:
G ={Yi1, Y12, Yin) where the sub-quer), can be represented by the query descriptor
T3 = {221, T22,++ , Tm) relevance vectofo; and the query descriptor relation vectgf
’ . shown as follows:
qr2 = (Y21, Y22, -+ Y2u)

g1 =(0.6,1,0.8,-,0.7)

wherez; € [0,1],y:;; € {P,N,G,S},1 <¢t<2,andl <j < n. _ .
Assume that the document descriptor relevance vegior(i.e., g7 =(P.8.G.-.X)

the ith row of the document relevance matifiX') and the document and the sub-query)> can be represented by the query descriptor

descriptor relation vectotlr; (i.e., theith row of the document relevance vectofos and the query descriptor relation vectgfs

relation matrix3/*) are as follows: shown as follows:

Tw:<silﬂ'si27"'ﬂsifl> m:<0'93'3'7'3'>
Tm:<filafi2a"'atin> (IT2=<P5'-,'='-,'>-
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Then, based on formula (10), we can get [0,1], and1 < i < m. The system would display every document
RS (dh) = 0.695 _having a ret_rieval status value greater tha}n the th_reshold value
1ld1) e in a sequential order from the document with the highest degree of
RS (d;) =0.25 retrieval status value to that with the lowest one, where [0, 1].
Example 5.3: Same assumption as in Example 5.1, where the

RS, (d3) =0.55 : X , i

retrieval status value\ given by the user is 0.5 (i.e) = 0.5),
RS (ds) =0.6 and the document descriptor relevance mabik and the document
RS, (ds) =0.6. descriptor relation matrix}/™* are as follows:

rl 1 1 06 0.8
Based on formula (11), we can get 07 1 06 07 07
RS2(di) =0.95 D*=105 05 0.6 06 0.5
RSs(ds) =0 08 07 1 06 0.8
2 0.8 0.9 05 05 1
RS>(ds) =0.55 ™ S S S N
RS:(dy) =0.85 G P P SN
. M*=|P S S S N
RS> (ds) =0.85. P S S S N
Furthermore, based on (9), we can get LP S S S N
RS™(d)) = max (0.625,0.95) = 0.95 Assume that the user’s query represented by the query descriptor
N ’ relevance vectofz and the query descriptor relation vectpr are
RS™(d2) = max (0.25,0) = 0.25 as follows:
RS™(d3) = max (0.55,0.55) = 0.55 70 =(0.6,1,0.8,-,0.7)
RS™(d4) = max (0.6,0.85) = 0.85 7r =(P.S.G,-,N)
RS™(d5) = max (0.6,0.85) = 0.85. and assume that the weights of the concepis., c3, andcs given

by the user are 0.4, 0.4, 0.1, and 0.1, respectively, then based on

Because the retrieval status valuagiven by the user is 0.5 (i.e.,
9 y ( formula (12), we can get

A = 0.5), we can see that the documetis not suitable to the user’s

query due to the fact that the retrieval status value of the docuent RS (d1) =0.6%04+1%04+0%0.1
is less than the retrieval threshold valdgwhere A = 0.3). In this 4+09%0.1=0.73,

case, the documents which satisfy the user's querydards, d,,

and ds. Furthermore, we also can see that the docundgnis the RS, (d2) =0%0.4+0%04+0%0.1
best choice for the user’'s query due to the fact that it has the largest +1x%0.1=0.1,

retrieval status value.

Weighted queries can also be processed by our method. Assume
that there are concepts in a fuzzy information retrieval system, and + 0.8 0.1 =0.64,
assume that the weight of the conceptgiven by the user isv;, RS* w(dy) =0.8%0.440.7%0.4+0%0.1
wherew; € [0,1], andX}-; w; = 1. Furthermore, assume that the
user's query is shown as follows:

Q = {(cla <'1'17 yl>)7 (CQ, <"1727y2>)7 Yy (C'“ <‘T’n-/y“>)}

wherez; € [0, 1], which indicates the desired relevance degree of the . . . .
document with respect to concepty; € {P.N, G.S} indicates the Because the retrieval status valiegiven by thg user is 0.5 (i.e,
desired fuzzy relationship of the document with respect to concept= 0-5), We can see that the documents which satisfy the user's
ci,and1 < i < n. Based on the previous discussions, the userd/€"y aré. ds. d, andds, where the document, is not suitable

query Q can be represented by a query descriptor relevance vedgthe user's query due to the fact that the retrieval status value of the
7 and a query descriptor relation vecwr, where documentl; is less than the retrieval status valugwhereX = 0.5).

In this case, document; is the best choice for the user’s query due
qu ={x1,22. -, Tp) to the fact that it has the largest retrieval status value.

RS} (ds) =0.9%0.4+0.5%0.4+0x0.1

4+ 0.9x%0.1 = 0.69,
RS, (ds) =0.8%0.44+0.9%0.4+0x%0.1
+0.7%0.1 = 0.75.

W = <y1>y2> e -,yn>-
] VI. CONCLUSIONS
Assume that theith row of the document descriptor relevance

matrix D* be (si1, $i2,- -, $in) and assume that thi¢gh row of the
document descriptor relation matrid ™ be {(¢;1, tiz, - - -, tin), Where
si; € 10,1],¢:; € {P,N,G,S,Z2},1 < i <m,andl < j < n.
Then, the degree of similarity between the user's querand the
documentd; can be calculated as follows:

In this paper, we have presented the concepts of extended fuzzy
concept networks, where there are four kinds of fuzzy relationships
between concepts in an extended fuzzy concept network, i.e., fuzzy
positive association, fuzzy negative association, fuzzy generalization,
and fuzzy specialization. We also presented a fuzzy information
retrieval method based on the extended fuzzy concept networks for
RS} (d;) = Z document retrieval. The proposed method is more flexible and more
202" and gr(G) 2" and j=1,--,n intelligent than the ones presented in [8] and [17] due to the fact that
CT((sig. i), (210 y;)) X w; (12) it aII_0W§ the users to perform_pc_)sm_ve queries, negative queries, gen-
eralization queries, and specialization queries. The proposed method
where the retrieval status valugS;, (d;) indicates the degree of sim- allows the users to perform fuzzy queries in a more flexible and
ilarity between the user’'s que and the document;, RS}, (d;) € more intelligent manner.
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