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A POSTERIORI FINITE ELEMENT ERROR ANALYSIS FOR
SYMMETRIC POSITIVE DIFFERENTIAL EQUATIONS*

JANG JOU! anD JINN-LIANG LIU#

tDepartment of Statistics, Ming Chuan University, Taipei, Taiwan
(e-mail: Jouj@mcu.edu.tw)
1Department of Applied Mathematics, National Chiao Tung University, Hsinchu, Taiwan
(e-mail: jinnliu@math.nctu.edu.tw)

Abstract. Based on the solution of local weak residual problems, conforming and nonconforming
error estimators are presented and analyzed for finite element solutions of symmetric positive differential
equations in the sense of Friedrichs. These estimators are devised to treat the Friedrichs system in
a general setting in terms of application (hyperbolic as well as mixed-type problems), approximation
(h-, p- and hp-version finite element methods), implementation (no local boundary conditions and no
flux jumps across element boundaries) and a posteriori error analysis (very moderate conditions on
the system and on the approximation). Three model problems of the Friedrichs system, namely, the
neutron transport equation, the forward-backward heat equation and the Tricomi problem are used to
illustrate the applicability of the weak residual error estimation.

1. Introduction. Over the last two decades, a posteriori error estimation in con-

nection with adaptive finite element methods for partial differential equations (PDEs)
has been a subject of active research. Although there are large amounts of literature
concerning the error estimation for elliptic and parabolic PDEs [1, 2, 3, 7, 8, 9, 10,
11, 12, 13, 23, 24, 25, 26, 30, 31], comparatively very small have been addressed to
the PDEs of mixed-type, such as the Tricomi equation and the forward-backward heat
equation, or of hyperbolic type, such as the neutron transport equation.

The theory of Friedrichs’ symmetric positive system [16] has been shown very useful
for theoretical as well as numerical investigations for these types of problems [5, 6, 17,
18, 19, 27]. An error estimator, which is based on the solution of weak residual problems
and is referred to as a conforming error estimator herein, was first proposed in [20] for
the Friedrichs system and is applied primarily to the mixed-type problems. In [27], Siili
presents another estimator which is applied to the hyperbolic problems and is based on
a postprocess of residuals and normal flux on each element. The conforming estimator
was shown to be bounded below and above by the true error in the norm induced by the
bilinear form of Lesaint [19] whereas the postprocessing estimator was bounded below
in L?-norm.

In this article we propose two more estimators, one conforming and the other non-
conforming, which are also based on the weak residual formulation with, however, a
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different bilinear form. In comparison with the previous approach in [20], the present
formulation offers simpler implementation and more complete error analysis for the
resulting error estimators. It is shown that the present (conforming) estimator is iden-
tical to the previous one. However, the present approach is easier to be extended to
the nonconforming formulation which is not given in the previous work. Furthermore,
the weak residual error estimation is shown to be applicable to all the model problems,
namely, the mixed-type as well as hyperbolic problems. Both conforming and noncon-
forming estimators are proved to have two-sided bounds by the true error in the norm
induced by the new bilinear form with very moderate conditions on the system and on
approximation that can be any one of A, p and hp finite element approximations.

The layout of the paper is as follows. In the next section, we briefly describe the
Friedrichs system and its finite element approximation by means of Lesaint’s formula-
tion. The conforming and nonconforming error estimators are given in Sections 3 and
4, respectively. By examining all conditions made for the error analysis, the last section
illustrates the applicability of the estimators to the neutron transport equation, the
forward-backward heat equation and the Tricomi problem.

2. Preliminaries. Let  C R? be a bounded region with a Lipschitz boundary 9Q
and denote by H*(Q), k > 0 integers, the Sobolev spaces equipped with the norms ||-||,.
As usual, H°(Q) = L?(Q). Define the product space [H*(Q)]™ := H*(Q) x - - - x H¥(Q)
(m-times) with the corresponding norm denoted again by ||-||,. We denote in particular
[H'(2)]™ by H(Q) for simplicity. Consider the boundary value problem: Given a
vector-valued function f(x) := (fi(x), - -, fm(x))* € [L2(Q)]™, x = (21, T2)= (z, ), find
a vector-valued function u(x) := (u1(x), -+, um(x))* satisfying the system of equations

_ 2 du _ :
{ Lu= Zz’:l Mi§;+MOu =f inQ (21)

Bu= (u— f)u=0o0ndQ,

where M;(x), 0 < i < 2, u(x), and B(x) are all m x m matrices and B(x) = Y -, v;(x)
M;(x) with v; being the components of the unit outward normal v on 9Q. The matrices
M;, 0 < i < 2, are Lipschitz-continuous in z € Q, and M, and p are bounded in Q and
on 0f), respectively. We assume that the system is symmetric positive in the sense of
Friedrichs [16], namely, that the following conditions hold:
e M, and M, are symmetric on €,
e the matrix C := My+M{-Y2, %{i is positive definite in €, i.e., there exists
a positive constant ¢ such that C' > cI where I is the identity matrix,
e the matrix p + pt is positive semidefinite on dQ (p is positive semidefinite for
simplicity), and
e Ker(u— ) @ Ker(u+3) = R™ on 5.
The formal adjoints £* and B* of £ and B are defined by

2
. 0
LV = — E B:L'-(Miv) + Miv
i=1 Ot

B'v = (u+ B)v.
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Let
(&,h) = / g(x) - h(x)dx, <gh>= / g(x) - h(x)ds,
0 an
where g - h:= Y"1, gih;.

Following Lesaint’s formulation [19], the weak version of (2.1) is to find u € H(Q)
such that

B(u,v) = F(v) VYv € H(Q), (2.2)
where

B(u,v) = %(Lﬁu,v)+%(u,£*v)+%<yu,v>
F(v) = (f,v).

The finite element approximation of (2.2) is to find u, € S, such that
B(up,v) = F(v) Vv € Sy, (2.3)

where S}, is a finite element subspace of H({2), which is associated with a mesh T}, =
{rili =1,2,---,n} on Q. Meshes are characterized by the mesh size parameter h. For
any two distinct elements (triangles or rectangles or both) 7; and 7; in Tj, 7, N 7; is
either empty, a single vertex or a common edge. Two elements are said to be adjacent
if they have a common edge. For a given rectangle element let Apme, and A, denote
the largest and smallest edge lengths, respectively. Then the element edge ratio is
defined by Amin/hmes- We always assume that the mesh T}, belongs to a regular family
of meshes on 2. Recall that, see e.g. [4, 14], the family is regular if all angles of its
triangular elements and all edge ratios of rectangular elements are bounded below by
some constant ¢ > 0. Shape regularity does not require a mesh to be globally quasi-
uniform, but it does imply local quasi-uniformity of the mesh. We require all finite
element spaces to have locally affine bases [13].

One of very important properties that distinguishes the symmetric positive system
from the elliptic system of PDEs is that the bilinear form B is coercive in the [L?(Q)]™
norm but bounded by the [H!(2)]™ norm, i.e.,

Ciliwlls < B(w,w) < Gy [|wlf} Yw € H(Q), (2.4)
where C; and C, are positive constants depending only on 2. In fact, the error estima-

tors proposed here are primarily motivated by this property.
Note that, by (2.4), the symmetric bilinear form

%B(w, v)—féB(v,w), VYw,v € H(Q),

defines an inner product for the space H(2) = [H!(Q)]™ and thus a norm
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il = /B(w,w) Vo € H(®).
Since £ + L* = C, we see that
(Lw,w) + (w,L'w) = (Cw,w) Yw € H(Q)
and
, 1 1
lw|lg = B(w,w) = E(Cw,w) +5 <HW,W > Vw € H(Q).

Note that the matrix C is symmetric and positive definite. Define the bilinear form

A(w,v) = Ai(w,v) + Ap(w, V) (2.5)
with
1
Ay(w,v) = —/ Cw-vdx
2 Ja
Ap(w,v) = l/ (uw - v +w-puv)ds.
4 Joa
Then

A(w,w) = B(w,w)

Obviously, the bilinear form A induces a norm, denoted by ||-|| ,, on H(f2), which is
identical to the B-norm, i.e.,

[wlla=llwllp Vw e H(S). (2:6)

3. A Conforming Error Estimator. Our objective now is to estimate the true
error € = u — u, € H(Q) between the exact solution u € H(Q) of (2.2) and the
approximate solution u, € Sy, of (2.3). Substituting u = uy +e into Eq. (2.2), we have

B(e,v) = F(v) — B(u,v) Vv e H(Q). (3.1)

Weak residual error estimators are derived by some approximation of (3.1). Since
uy, € Sy, satisfies (2.3), we have the orthogonality

B(e,v) = F(v) — B(u;,v) =0 Vv €S} (3.2)

Consequently, in order to obtain a nontrivial approximation to e, we should consider
the approximation of (3.1) in a richer space S;, S, C S; C H(Q), i.e., consider the
problem: Determine € € S; such that

B(e,v) = F(v) — B(us, V) Vv € 5. (3.3)

However, the bilinear form B is not symmetric and it is more complicated and expensive
in terms of both implementation and computation than the bilinear form A. We propose
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here a more efficient formula for error estimation, that is, determine e, € H(Q) such
that

A(eg,v) = F(v) — B(u,v) Vv e H(Q). (3.4)

Note that the existence and uniqueness of the problem (3.4) follows from the def-
inition of the bilinear form A and that the orthogonality (3.2) still holds for this error
problem. Similarly, there exists a unique €, € Sy such that

A(8,,v) = F(v) — B(up,v) Vv eES;. (3.5)

Since (3.5) is a standard finite element approximation of (3.4) and the bilinear form
A is symmetric, it follows from Céa’s Lemma [14] that

lea—2all 4 = inf llea—vl 4. (3.6)

Let ey € Sy, be the solution of (3.5) in the original finite element space Si. By (3.2), it
is a trivial solution, i.e., ey = 0. Hence, we have

llea—&all 4 < p llea]l 4 (3.7)
with p € [0,1]. The inequality will assume the equality with p = 1 if and only if
A(8q, &) = 2A(e,,8,) = 2A(84, &) =0, (3:8)

which implies that p € [0, 1) provided Sy # Sh. This suggests that the enlarged space Sy
can be defined on the current mesh 7. By this we mean that more basis functions that
do not belong to S are constructed on the present mesh without any re-meshing. These
functions constitute a complementary subspace S° to Sy, in Sj. Apparently, for any fixed
mesh or equivalently any fixed mesh parameter h, the constant p is independent of the
h and depends only on how many or how these complementary basis functions are
constructed as long as S° # (). We thus define the enlarged space by

Si = S, ®S°, S, NS = {0}, S°+ {0}. (3.9)

LEMMA 3.1. Lete, e, and &, be the solutions of (3.1), (3.4) and (3.5), respectively.
Then

llealla = llell4 (8.10)
(1=p)llells < lealls < llell4 (3.11)

where p € [0,1) is a constant independent of the mesh size h provided (3.9) holds.
Proof. We first observe that

A

“ea”A 2 = A(ea,ea)
F(e;) — B(ug, €,)
Bf(e,e,)
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IN

llell 5 lleall s

= lell llealls,
which implies ||e,||, < |le|| ;- On the other hand,
lellz®> = Blee)
F(e) — B(up,e)
= Ale,,e)
< lleallallell4
= |leall4 llell g,

which implies |le||, < |leq|l,- We thus have (3.10). Analogously, we have the right
inequality of (3.11). The left inequality follows immediately from (3.7) and (3.10). O

Let v = sup{A(w,v):we S, ||w|,=1, ve S ||v], =1}. We then readily
have v € [0, 1) by the definition of the space S° in (3.9). However, it is not clear whether
the constant is uniformly independent of the mesh parameter A for all adaptive meshes.
It is shown, for example, in [10] and [15] that this is indeed the case for both L%()- and
H'(Q)-inner product or their equivalence. Obviously, the inner product defined by the
bilinear form A, in (2.5) is equivalent to [L%(£))]™-inner product since the symmetric
matrix C' is positive definite. This implies that there a constant ¢ € [0,1) independent
of h such that

|41(w, V)| < ¢ [Al(w,w)]%[Al(v,v)]% VYw € Si, veS;. (3.12)

However, the corresponding strengthened Cauchy-Schwarz inequality to the bilinear
form Ag does not appear to be such evident due to the fact that the boundary matrix
may not be positive definite on its entire domain, i.e., on 9. It seems to be convenient
to treat the boundary condition in a more specific way. For this, we postpone our proof
of the inequality to the last section and assume for the moment that there exists a
constant -y, € [0,1) independent of h such that for any w € Sy, v € S¢

| 4o(w, V)| < 7, [Ao(w, w)]2[Ag(v, v)]? . (3.13)

The above two strengthened Cauchy-Schwarz inequalities imply that

A(w,v)? [4;(w,v) + Ag(w, v))?

7 ([A1(w, W) AL (v, V)] + [Ao(w, w)]HAo(v, V)] )

7 [Ar(w, W) + Ao(w, W)])[A1(V, V) + Ao (v, V)]

v A(w,w)A(v,V), (3.14)

IA

IN

where v = max{ v¢, v, }. We summarize as follows:

LEMMA 3.2. If there ezists a constant v, € [0,1) independent of h such that (3.13)
holds for all w € S, and v € S§ in the enlarged space Sj, then there exists a constant
v € [0,1) independent of h such that, for allw € Sy and v € 5¢,

[A(w, V)| < v IwllalIvil4-
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A conforming error estimator can be derived by a further reduction of the approx-
imation (3.5): Determine € € S¢ such that

A(eé,v) = F(v) — B(us,v) VveSe (3.15)

Lemmas 3.1 and 3.2 then yield the following well-known result for the conforming
error estimator [10, 11, 12, 13, 20, 23].

THEOREM 3.3. Let u € H() and u, € Sy, be the solutions of (2.2) and (2.3),
respectively, and let e = u — uy,. If the conditions of Lemma 3.2 hold, then the reduced
conforming error problem (3.15) has a unique solution €5 € S¢ such that

(I-p)V1-72llells < lleglls < llell4 (3.16)

where the constants vy € [0,1) and p € [0,1) are independent of the mesh parameter h.

We briefly remark on the estimated error e and that of [20], which was derived
simply by replacing the bilinear form A by the original B form in the left side of
(3.15) and is denoted by ef. Following the proof of (3.10), it can be easily shown that
lleSll 4 = |legll ;- This shows that the present estimator is exactly the same as that of
[20]. However, in terms of the definition of both bilinear forms, the implementation of
the present estimator is simpler. Furthermore, in terms of error analysis, we remove the
saturation assumption of [20] and prove explicitly the strengthened Cauchy-Schwarz
inequality. Finally, the present approach is easier to be extended to the nonconforming
formulation which, not given in the previous work, will be introduced in the next section.

4. A Nonconforming Error Estimator. The complementary subspace S¢ would
result (3.15) in a global system of linear equations if its basis functions have supports
across element boundaries. This apparently is not suitable for adaptive computation in
practice. On the other hand, if the basis functions have supports only on their individ-
ual elements, the resulting error estimator may not be effective to estimate errors that
occur on the boundaries of elements if they are dominant errors.

Many estimators, primarily for the elliptic PDEs, have been proposed to handle
these errors (flux jumps) across elements, see e.g. [3, 7, 8, 9, 10, 12, 25, 26, 30, 31]. All
those estimators involve the jumps and some may require certain boundary conditions
to hold for local problems. We present another way to treat the jumps for the symmetric
positive system. The objective of the treatment is to retain the weak residual term of
(3.15) without explicitly involving the jumps. The jumps are handled indirectly by a
proper construction of the basis functions of the complementary space S.

For simplicity, we assume that the approximation is linear, i.e., S), consists of piece-
wise linear functions. The results in what follows hold for more general approximation
with some technical modifications. We first introduce some notation. For any fixed
mesh T}, let N(t;) denote the index set of j # 7 such that ¢; € T}, is an adjacent element
of t; € Ty. With the nodal point at the center of the common (interior) edge of the
adjacent pair ¢; and ¢; in T}, we construct a basis function ¢;; so that it has the support
on t; Ut;. Note that ¢ij = (]Sj,'. Let
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bij 0 0
0 bij :
1 _ 2 _ k4 m __ :
Qij - ’ q>ij - 0 "y Qij = 0 . (41)
0 Pij
Define
S° =span{®};|[1<I<m, 1<i<n, jEN(t)} C HQ). (4.2)

Based on this conforming subspace, we then construct a nonconforming subspace

as follows. For each element t; € T}, let

bt ¢,'j on t,'

T ) )

¥ { 0, otherwise. (4.3)
Note that the halved-function is identified by a shape function on a fixed reference
triangle or rectangle { via an affine transformation that maps the reference element t
one-to-one and onto t;. We assume that the mesh T}, contains at least two elements.
Let

i 0
=1 0 co: ‘.
&ri=1 . |, o = (%’ , etc.. (4.4)
0
Define
S™t;) = span{® J’ [1<1<m, j€ N(t)} (4.5)
= {(%|v= ) Zd‘"@"’}sz H(Q
JEN(t) I=1
S* = S*t)® S (t) B -- eaS"(t,,)ggH(Q) (4.6)
st = {vilvi= ) de”q" (4.7)
JEN(t) t=1

= span{®;|1<I<m, je N(%)} C S C HQ)

Note that the coefficients d” of (4.5) and (4.7) are the same. The basis functions of
S¢(t;)* have support on the pa.tch subdomain

Tu(d) = t: U (Ujenen i) - (4.8)
The correspondence
m .
= > Zd”cb“ €St —vi= Y D di®es(t)t
JEN(t;) I=1 JEN(t;) I=1

defines a one-to-one and onto mapping from S™(t;) to S¢(¢;)*. Hence v/|;, = ¥;. For
any connected open subset D of (2, define



Downloaded by [National Chiao Tung University ] at 04:00 28 April 2014

A POSTERIORI FINITE ELEMENT ERROR ANALYSIS 481

Ap(w,v) = Ap1(w,v) + Apo(w,Vv) Vv, w e (H'(D))™, (4.9)

the restriction of A(-,-) to D, with
Api(w,v) = /Cw v dx
Apawv) = 3 [ uweverwe s
4 Joarop

and let ||-|| ; ,, be the restriction of the A-norm to the closure of the set D. The following
two lemmas are direct consequences of the shape regularity property of the mesh T,
the affine property of the basis functions of S™(¢;) and the finite dimensionality of S™(¢;)
(cf. [13]).

LEMMA 4.1. For any ¥; = 32icn) 2t dl'@“ € S™(t;), t; € Ty, there exist two

positive constants Cs and Cy independent of h such that

T
Cs ""I’i’f”A <y, <Co d“ B (4.10)

FEN(t:) JEN(t:)

LEMMA 4.2. For any t; € T, and j € N(t;), there ezists a positive constant Cs
independent of h such that

o415, <0s oy, (4.11)

4.,

The equation (3.15) can now be localized on each element ¢; as follows. The test
and trial functions on the left side are taken to be the halved-functions of S™(¢;). On
the other hand, these functions are extended from the element to form continuous
basis functions on the patch subdomain T} (%) in order to account for both interior and
interface residuals on the element. More specifically, the conforming problem (3.15) is
modified as to determine & € S™(¢;) such that, for each ¢; € T},

Ay (8, %) = % (F(vi) = B(un, v})) V¥ € S™(t:), (4.12)
where v € S¢(t;)*. Since each basis function ®}; of S°(t;)* has a support covering two
elements t; and ¢;, the factor  appeared on the rlght side of equation (4.12) reflects the
average weight taken on each element provided that any two neighboring elements do
not differ too much, i.e., the mesh T}, is locally quasi-uniform. Of course, the factor can
be tuned for general meshes. As can be seen below, our error analysis is not affected by
this factor so long as it remains as a constant independent of the mesh size. Moreover,
we do not need any extra boundary conditions for the localized problems (4.12) since
the construction of the conforming and nonconforming subspaces S¢(t;)* and S™(t;)
takes not only both interior and flux errors but also the solvability of the problems into
consideration. Using the basis functions, we can rewrite (4.12) as

Ay (8, 8) = = (F — B(u, ®;)) V& € S*(t;). (4.13)
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The uniqueness and existence of €; is guaranteed since the bilinear form A is an inner
product of the finite dimensional space S"(t;). Define

1
e, == (Zue.uA ) , =8 D& D e (4.14)

THEOREM 4.3. Let u € H(Q) and uy € Sy be the solutions of (2.2) and (2.3),
respectively and let e = u—uy,. If the conditions of Lemma 3.2 hold, then the estimated
error el obtained by solving (4.13) has the following bounds

A-pVi-"llel, < llezlls < Cellells; (4-15)

where the constants v € [0,1), p € [0,1) and Cs are all independent of the mesh

parameter h.
Proof. Let €5 € S be the solution of (3.15). By the definition of S in (4.2), the solution
can be written as

15 ¥ e,
2 JEN(t) 1=1
where c‘ are the /-th components of the midpoint nodal values of e associated with
the adJacent pair t; and t;. Note that ¢j; = ¢}; and ®}; = @}, Vj € N(t;) and
the summations will visit each element tw1ce From (3. 15) and (4.13), for any fixed
i=1,2,---,n, we have
I 1
A8, 8) = '2'(F(‘I’£j)-3(uh, },))
1 (4
= §A(ea!¢£j)
for all j € N(t;) and 1 <! < m. Define

o = e, on t;,
' 0, otherwise.

Then
xl,i
> Yodd,
JEN(t) I=1
and
At‘(e”ez) - At, (en Z Zcqu)i;) - -A(em Z Zcz]q)ij)'
JEN(t) I=1 JEN(t:) I=1

It follows that

2
lealls = Aleg 2)

- a,zzzc@

=1 jEN(t) I=1
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Hence

n .
Z At; (éia ef)
i=1
n
D &4, el
i=1

1 ~ 2 2
3> (Il + lefl )
i=1

1 2 2
= 5 (lle3lls + lleglls) -

IA

IN

lleglla < llezlla

which together with (3.16) proves the left inequality of (4.15).
For the right inequality, we extend & = 3 ;cn¢,) 2in 1d“<I>l" € S™(t;) to a new

function e] by

> Ydial,

JEN(t;) I=1

483

which has support on the closure of the extended subdomain T}, (z). Note that e} € S¢

and

el , = Au(&,&)

= A Y Sl

jeN(z.-) =1
1
- 1 ¥ S
JEN(:) =1

= —A(e et

a’ i
1

IA

By Lemma 4.2, we have

Hence,

2
IE¥Y]

< Cs e

4,
J

]d‘ il

letline = e, + X He?lli,t,.
JEN(t;)
= l&li, + Y i B
]EN(t,) 1=

3 ”92”,4,7',,(:') “ei+”A,Th(i) '

2

Aty

(4.16)

(4.17)
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< |&ll%, ., +Cs
GN(t.)l 1
= ”el”At +Cs ’l ’l &
]ENt; =
C
~ 12 5 1~ 12
<y, 2l
3
< Crll&ll,, (4.18)

where C7 =1+ % From (4.16) and (4.18), we have

\/C_’7

”éi”A,t,- hS lleq ”A Th(i) *

Therefore,

llez %

n
~ 12
Z ”ei”A, t;
i=1

C n
7 2
vy Z “ez”A,Th(i)

<
< —maX{ITh (@)1} lleg %
507
< legll% (4.19)

where |T}(7)| denotes the number of elements of the subdomain, which is less than or
equal to 5 (a rectangle having 4 adjacent elements at most). Combining (3.16) and
(4.19), the right inequality of (4.15) then follows with Cg = ‘/_ which is independent
of h. This completes the proof of the theorem. O

5. Model Problems. The purpose of this section is to apply the weak residual
error estimation to the following three classes of problems which exemplify the impor-
tance of the Friedrichs theory. Verification of the corresponding symmetric positiveness
to these problems can be found in the cited references. We only verify the conditions
posed in Lemma 3.2. As for numerical results, we refer to [20, 21].

The condition (3.9) holds for all hierarchical shape functions (for the complementary
spaces S¢) such as those of [28]. It also holds for some particular shape functions such
as those of [20, 21], which are particularly constructed for the forward-backward heat
equation. If both conforming and nonconforming formulas (3.15) and (4.13) are used, we
obtain a general error estimation for all h, p and hp finite element approximations. For
example, assuming that the current approximation is of order p, if the next hierarchical
shape functions of degree p+ 1 are internal modes, we use (3.15) to calculate the error
estimator. Otherwise, we use (4.13) for side modes.

We are now only left to verify the strengthened Cauchy-Schwarz inequality (3.13).
By a similar argument of (3.14), we can partition the bilinear form A, into a finite
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number of bilinear forms Ar,, 82 = UL}, by restricting Ay to each one of the finite
number boundaries I'; and prove the inequality for each individual bilinear form. Since
the matrix y may or may not be positive definite on these individual boundaries, the
proof can be categorized into two cases according to the following two types of the
matrix p. We say that the matrix u is tnvertible on T if the determinant of the matrix
w + pt is nonzero for all (z,y) € I and is noninvertible if the determinant is zero for
some (z,y) € L.

If the matrix y is invertible on I', the corresponding bilinear form Ar defines an inner
product, denoted by Ar-inner product, for the space [L?(T')]™, which is equivalent to
the L?(T')-inner product that induces the usual [L?(I')]™ norm. The previous argument
in [10, 15] for the L*(Q2)- or H'(Q)-inner product to prove the strengthened Cauchy-
Schwarz inequality goes word for word for the L%(T')-inner product and consequently
for the equivalent Ar-inner product. We therefore only have to prove for the case that
the matrix is not invertible.

Let ¢{7) be independent of the mesh parameter h and be a positive and bounded
continuous function for all 7 in the interval (0,1). Let the bilinear form A be defined
by

X(w,v) =/0 g(r)w(r)v(r)dr Yw,v € L*(0,1). (5.1)

LEMMA 5.1. Let S, and S, be two nonempty finite dimensional subspaces of L*(0,1)
such that S1 NSy = {0}. Then there exists a constant 5 € [0,1) independent of h such
that

~

l;l\(w,v)' <y [A\(w,w)] v [A(v,v)] v Yw e S, v € S,. (5.2)

Proof. The bilinear form obviously defines an inner product for L?(0,1), which is a
fixed geometric operator on L?(0,1) depending only on the function ¢ and determines
an ”angle” between any two functions in the space. Since the basis functions of S, and
of S, are finite and linearly independent, there must be a nonzero angle between any
two functions w € S; and v € Sy, i.e., there exists a constant % € [0, 1) independent of
h such that (5.2) holds. d

Example 5.1. The Neutron Transport Equation.

Vu-d+u=f in 2=(0,1) % (0,1)
u=0 on 00

where d = (1,1) and 8Q_ is the inflow boundary defined by
0. = {(z,y) €0 :v(zy)-d <0}
= {(0,9)":y€(0,1) }U{(z,0)*:z € (0,1) }.

This problem is symmetric positive [17] with m =1, My = My = My =1,8=v-d
and p = |B| = 1. Since the matrix p is invertible, the inequality (3.13) holds for this
example.
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Example 5.2. The Forward-Backward Heat Equation.

$¢y - ¢z:c = fl in Q= (_171) X (071)
¢(£1,y) =0 Vy € [0,1]

¢(.’I),0) =0 Vz e [0, 1]

#(z,1) =0 Vz € [-1,0].

Note that the equation changes its type as = changes sign in 2. There have been a
number of papers addressing to this kind of mixed-type heat equations, for further
references see [6, 29]. After the change of variables

— — t
u= (ul) u2)t = (6 0-1y¢> € 0'1y¢1‘) ’

its corresponding system (2.1) is symmetric positive [6] with

—z -1 z 0 0.1z =z [ A
M1—<-1 0)’M2_<o 0>’M°_( 0 1)’f_( 0 ’

and p shown in Table 5.1 where the boundary 8Q = T'; U--- U I's. For the matrix g,
we refer to [6].

Note that the boundary matrix u is noninvertible on all the boundary segments.
On the boundary segment I'y, for any w = (w;, wa)* € S and v = (vy, v2)* € S, we
have

1
E(pw -V + W pv) = —zw) vy

Assume that w; # 0 and v, # O since, otherwise, the strengthened Cauchy-Schwarz
inequality is trivially satisfied. Let ¢; € T be such an element that 8¢;NI'; is not empty,
i.e., the intersection is an interval (a, ) for some a and b such that —1 < a <b < 0. By
Lemma 5.1, there exist two constants %; € [0,1), ¢ = 1,2, independent of h such that

1
‘/ —(uw- v + w-puv)ds
;N 2

/ab —zw (z) v () dz

/1 (—a(l—r)—lrr) 12)1171(17’

1 1
/ (1 - 7‘)17111")1 dr| — b / T ’(DI'DL dr
0 0
) 3

—ay, [/01 (1 —7)d? dT] [/01 (1-1)0? dT]

%

—, [/01 wadT] [/01 'rf}de]

= —a

IN

e
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Table 5.1. The boundary matrix u of Example 5.2.

T, = {z € [-1,0], y = 0} (_oz D

o={z=-1,y€0,1]} (
ro-(eelvoy=1 (7o)
I,={zrel01], y=1} (:5 8)

Is={z=1,ye€[0,1]} (} “1>
(

Ie={z €[0,1], y=0}

max {71, 72} [/01 (—a(l = 7) — br) w? d'r] & {/01 (—a(l = 1) =br)o? dr} b

% 1
Yo [ / UW - W ds}
at;Nry

[7AN

IA

%
[ / IAERY ds]
at;Nry )

where ¥ = max {7;,%2} € [0, 1). For all other segments, the proof proceeds in the same
way. Therefore, we have (3.13) for this example.
Example 5.3. The Tricomi Equation.

YOz — Gy = fi inQ

2=0 onT;UT,UT;

¢z = ¢y on [y,
Here the domain (2 is bounded by the five curve segments I';, i = 1,---,5, which are
given in Table 5.2. The equation is hyperbolic in the region for y > 0, parabolic for
y = 0 and elliptic for y < 0. This is a classical mixed-type problem for which Friedrichs
formulated it as a symmetric positive system in his renowned paper [16]. Using the
change of variables

u= (uly u2)t = (¢z: ¢y)t>
the corresponding system can be obtained with

z+3 z+3 z+3
[ =Y Y —( Y = _ 00 _ [ ~5h
= (7Y ke )= (F5 )= (50) = (TF),

and p shown in Table 5.2. For the matrix 3, we refer to [18].
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Table 5.2. The boundary matrix g of Example 5.3.

I={ze01] y’=iz-1"} | & _‘%/?7 _i/g>
IL,={z=1,ye[-1,0]} (ﬁjy 2zy>

Iy ={ze[-1,1, y=—1} 2 < (E_Y;E:;)Q _($2+ ? )
Ly={z=-1y€[-100} <—yy 1—y2y>

F5 — {1. € [._.]_,O], y3=4g ($ + 1)2} z;?;—;iyy ( \}Jy \{y )

The matrix p is invertible on I'; and is noninvertible on the other segments. With
some transformations on T'; and on s to straight lines, the proof of the strengthened
inequality for all segments other than I's is similar. We only prove for ;.

LEMMA 5.2. For any given constants ¢ and d, denote the matriz

¢ cd
pea= (0 & ). (53)
Then the strengthened inequality holds for the bilinear form A.q defined by
b
Aca(w,v) = / q(8)theaw - vds Yw,v € [L2(a, b)]2 , (5.4)

where q(s) is a positive and bounded continuous function on the interval (a,b).
Proof. For any w = (wy, wy)! € Sy, and v = (vy, v)* € S§, (5.4) can be written as

b
Aca(w,v) = / q(s) (cwy + dws) (cvy + dvg) ds,
a

where (cw, + dws) and (cv; + dv,) are linearly independent. The proof then proceeds
in a similar way as that in the previous example. O

Again, let t; € T}, be such an element that Jt; N 'y is not empty. For any w =
(wy, wo)t € Sy and v = (vy, ve)* € Sf, we have, for -1 <a <b <0,

1 b
[ sy wemydy = [Clumot 2+ () p] wov dy
HE ] a

AI,O (W, V) + AO,I (W, V) =+ Al,—l (W, V), (55)

where the corresponding functions ¢(y) = —y, ¢(y) = 2 and ¢(y) = —y are all positive
and bounded continuous functions on I';. Consequently, the bilinear form (5.5) satisfies
the strengthened inequality. We therefore conclude that (3.13) holds for the Tricomi
equation.
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