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Abstract. Suppose G = (V,E) is a simple graph and k is a fixed positive integer. A ver-
tex z k-neighborhood-covers an edge (x, y) if d(z, x) ≤ k and d(z, y) ≤ k. A k-neighborhood-
covering set is a set C of vertices such that every edge in E is k-neighborhood-covered by some
vertex in C. A k-neighborhood-independent set is a set of edges in which no two distinct edges
can be k-neighborhood-covered by the same vertex in V . In this paper we first prove that the k-
neighborhood-covering and the k-neighborhood-independence problems are NP-complete for chordal
graphs. We then present a linear-time algorithm for finding a minimum k-neighborhood-covering set
and a maximum k-neighborhood-independent set for a strongly chordal graph provided that a strong
elimination ordering is given in advance.
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1. Introduction. Domination is a natural model for location problems in op-
erations research. This paper studies a variant of the domination problem we call
k-neighborhood-covering. All graphs in this paper are simple, i.e., finite, undirected,
loopless, and without multiple edges. In a graph G = (V,E), the length of a path is
the number of edges in the path. The distance d(x, y) from vertex x to vertex y is the
minimum length of a path from x to y; d(x, y) = ∞ if there is no path from x to y.
A vertex x k-dominates another vertex y if d(x, y) ≤ k. A vertex z k-neighborhood-
covers an edge (x, y) if d(z, x) ≤ k and d(z, y) ≤ k, or, equivalently, z k-dominates
both x and y. A vertex set C ⊆ V is a k-neighborhood-covering set if every edge
in E is k-neighborhood-covered by some vertex in C. The k-neighborhood-covering
number ρN (G, k) of G is the minimum cardinality of a k-neighborhood-covering set.
An edge set I ⊆ E is a k-neighborhood-independent set if no two distinct edges in I are
k-neighborhood-covered by the same vertex in V . The k-neighborhood-independence
number αN (G, k) of G is the maximum cardinality of a k-neighborhood-independent
set.

For any graph G and any positive integer k, αN (G, k) and ρN (G, k) are related
by the following obvious max-min inequality:

αN (G, k) ≤ ρN (G, k).

For k = 1, Lehel and Tuza [11] proved that the above inequality is in fact an equality
for odd-sun-free chordal graphsG and presented a linear-time algorithm for computing
αN (G, 1) = ρN (G, 1) for interval graphs. Wu [17] presented anO(|V |3)-time algorithm
for determining ρN (G, 1) = αN (G, 1) for a strongly chordal graph G. Chang, Farber,
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634 SHIOW-FEN HWANG AND GERARD J. CHANG

and Tuza [6] presented linear-time algorithms for computing αN (G, 1) = ρN (G, 1)
for a strongly chordal graph G provided that a strong elimination order is known in
advance. The purpose of this paper is to study αN (G, k) and ρN (G, k) for chordal
graphs.

A graph is chordal (or triangulated) if every cycle of length greater than three has
a chord, which is an edge joining two noncontiguous vertices in the cycle. In a graph
G = (V,E), the neighborhood N(v) of a vertex v is the set of all vertices adjacent to
v and the closed neighborhood N [v] = N(v) ∪ {v}. A vertex v is simplicial if N [v] is
a clique. It is well known that a graph G = (V,E) is chordal if and only if it has a
perfect elimination order, i.e., an ordering [v1, v2, . . . , vn] of V such that each vi is a
simplicial vertex of the subgraph Gi induced by {vi, vi+1, . . . , vn} (see [8]).

An s-sun (or incomplete trampoline of order s) is a chordal graph having 2s
vertices a1, a2, . . . , as, b1, b2, . . . , bs such that (a1, a2, . . . , as, a1) is a cycle and each
bi has exactly two neighbors ai and ai+1, where an+1 = a1. A graph is sun-free (resp.,
odd-sun-free) if it contains no s-sun as a subgraph for all s ≥ 3 (resp., for all odd
s ≥ 3) (see [4, 5]). Sun-free chordal graphs are called strongly chordal graphs in [7].
A vertex is simple if the set {N [u]: u ∈ N [v]} can be linearly ordered by inclusion.
Farber [7] proved that a graph G = (V,E) is strongly chordal if and only if it has
a simple elimination order, i.e., an ordering [v1, v2, . . . , vn] of V such that each vi
is a simple vertex of Gi. A strong elimination order is a simple elimination order
such that NGi [vj ] ⊆ NGi [vk] whenever i ≤ j ≤ k and vj , vk ∈ NGi [vi]. Anstee and
Farber [2] presented an O(|V |3)-time algorithm, Hoffman, Kolen, and Sakarovitch
[9] presented an O(|V |3)-time algorithm, Lubiw [12] presented an O(L log2 L)-time
algorithm where L = |V | + |E|, Paige and Tarjan [13] presented an O(L logL)-time
algorithm, and Spinrad [16] presented an O(|V |2)-time algorithm for finding a strong
elimination order of a strongly chordal graph G = (V,E).

The contents of this paper are as follows. In section 2, we prove that the
k-neighborhood-covering and the k-neighborhood-independence problems are NP-
complete for chordal graphs. Section 3 gives a linear-time algorithm for computing
αN (G, k) and ρN (G, k) for a strongly chordal graph G provided that a strong elimina-
tion ordering is given in advance. Section 4 verifies the correctness of the algorithm.
The algorithm in fact gives a k-neighborhood-covering set C∗ and a k-neighborhood-
independent set I∗ with |C∗| = |I∗|. Consequently, C∗ and I∗ are optimal and
αN (G, k) = ρN (G, k) for any strongly chordal graph G.

In the rest of this section, we discuss the k-neighborhood-covering problem by
means of the integer-linear programming method. The k-neighborhood-covering prob-
lem for a graph G is precisely the integer-linear programming problem

(ILP) min {1·x: Mx ≥ 1 and x ≥ 0 integral},
where M is the 0-1 matrix whose rows are indexed by the edges of G and whose
columns are indexed by the vertices and which possesses an entry of 1 for row e and
column v if and only if v is within distance k of both ends of e. The k-neighborhood-
independence problem is the following integer dual of (ILP):

(ID) max {y·1: yM ≤ 1 and y ≥ 0 integral}.
We now claim that if G is strongly chordal, then matrix M is totally balanced. First,
the 0-1 matrix Ak, with rows and columns both indexed by vertices of G and with a 1
for row u and column v if and only if u and v are within distance k, is totally balanced
[12]. Second, the property of being totally balanced is preserved by the operation of
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k-NEIGHBORHOOD-COVERING AND -INDEPENDENCE PROBLEMS 635

adding a new row which is the intersection of two existing rows [1]. Thus for each
edge (u, v) we can add a row which is the intersection of row u and row v—this new
row has 1’s for precisely the vertices x that are within distance k of both u and v.
Finally, deleting the rows corresponding to vertices yields the matrix M .

Since M is totally balanced, the integrality conditions in (ILP) and (ID) can
be dropped, thus giving a min-max equality and a polynomial-time algorithm by
means of a greedy method [9]. This method also works for the weighted cases of
the problems. The drawback of the method is that it takes more than linear-time
to compute M . The main effort of this paper is to give a linear-time algorithm to
solve these problems without explicit computation of M . This is similar to the case of
solving the k-domination problem in strongly chordal graphs in linear-time without
taking the k-power of the graph; see [3].

2. NP-completeness for chordal graphs. In this section we show that for any
fixed k, the k-neighborhood-covering and the k-neighborhood-independence problems
are NP-complete for chordal graphs. We shall do this by reducing the problems with
k = 1 for split graphs, which are known to be NP-complete in [6], to the problems for
chordal graphs. A graph G = (V,E) is split if its vertex set V is the disjoint union of
a clique C and an independent set S. Split graphs are chordal.

Theorem 2.1. For any fixed positive integer k, the k-neighborhood-covering and
the k-neighborhood-independence problems are NP-complete for chordal graphs.

Proof. For any split graph G = (V,E), whose vertex set V is the disjoint union of
a clique C and an independent set S, construct the graph Gk = (Vk, Ek) by attaching
a path s ≡ s1, s2, . . . , sk of length k − 1 to each vertex s in S. In other words,

Vk = C ∪ {si: s ∈ S and 1 ≤ i ≤ k} and Ek = E ∪ {(si, si+1): 1 ≤ i ≤ k − 1},

where s1 is considered to be the same as s, Gk is clearly a chordal graph. We shall
prove that ρN (Gk, k) = ρN (G, 1) and αN (Gk, k) = αN (G, 1). If these two equalities
hold, then the theorem follows from the fact that the 1-neighborhood-covering and
the 1-neighborhood-independence problems are NP-complete for split graphs (see [6]).

Suppose D is a minimum 1-neighborhood-covering set of G. Any edge in E is
1-neighborhood-covered and so k-neighborhood-covered by some vertex in D. For
any edge (si, si+1) ∈ Ek − E, there exists some x ∈ D such that d(x, s) ≤ 1. So
d(x, si) ≤ i < k and d(x, si+1) ≤ i + 1 ≤ k, i.e., x k-neighborhood-covers (si, si+1).
Therefore D is a k-neighborhood-covering set of Gk. This gives ρN (Gk, k) ≤ ρN (G, 1).

Conversely, suppose D is a minimum k-neighborhood-covering set of Gk. We can
assume that D ⊆ C, otherwise any si in D can be replaced by a vertex adjacent to
s ≡ s1 in C to form a new minimum k-neighborhood-covering set. Consider any edge
(x, y) in E. If x and y are both in C, then (x, y) is clearly 1-neighborhood-covered by
any vertex in D. Suppose x ∈ C and y ∈ S. Since D is a k-neighborhood-covering set
of Gk, there exists some vertex z in D that k-neighborhood-covers (yk−1, yk). Both
z ∈ C and d(z, yk) ≤ k imply that z is adjacent to y and so z 1-neighborhood-covers
(x, y). Therefore D is a 1-neighborhood-covering set of G. This gives ρN (Gk, k) ≥
ρN (G, 1). Together these inequalities imply that ρN (Gk, k) = ρN (G, 1).

Suppose I is a minimum 1-neighborhood-independent set of G. It must be the
case that each edge of I has one end in C and the other end in S. Also S′ = {s ∈ S:
there is some (x, s) ∈ I} is a 2-independent set; i.e., no two distinct vertices of S′ have
a common neighbor. So I ′ = {(sk−1, sk): s ∈ S′} is a k-neighborhood-independent
set of Gk. This gives αN (Gk, k) ≥ αN (G, 1).

D
ow

nl
oa

de
d 

04
/2

8/
14

 to
 1

40
.1

13
.3

8.
11

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



636 SHIOW-FEN HWANG AND GERARD J. CHANG

Conversely, suppose I ′ is a minimum k-neighborhood-independent set Gk. Each
edge of I ′ must be of the form (sk−1, sk) for some s ∈ S. Also S′ = {s ∈ S: some
(sk−1, sk) ∈ I ′} is a 2-independent set. For any s ∈ S′, choose a neighbor s′ of s
in C. Then I = {(s′, s): s ∈ S′} is a 1-neighborhood-independent set of G. This gives
αN (Gk, k) ≤ αN (G, 1). Together these inequalities imply that αN (Gk, k) =
αN (G, 1).

3. The algorithm for strongly chordal graphs. In this section we set forth
a linear-time algorithm for the k-neighborhood-covering and the k-neighborhood-
independence problems for a strongly chordal graph G provided that a strong elimi-
nation ordering is given in advance. Without loss of generality, we may assume that
G has no isolated vertices. The algorithm in fact gives a k-neighborhood-covering set
C∗ and a k-neighborhood-independent set I∗ with |C∗| = |I∗|. By definitions and the
max-min inequality,

|C∗| = |I∗| ≤ αN (G, k) ≤ ρN (G, k) ≤ |C∗|.

Hence all inequalities are equalities. Consequently, C∗ and I∗ are optimal and
αN (G, k) = ρN (G, k) for any strongly chordal graph G.

Suppose G = (V,E) is a strongly chordal graph for which a strong elimination
order [v1, v2, . . . , vn] is given. Note that this is also a perfect elimination order of the
chordal graph G. For simplicity we identify vertex vi as i, and hence [1, 2, . . . , n] is a
strong elimination order. For any vertices i and j, i ≤ j, let

Ni(j) = {l ∈: (j, l) ∈ E and l ≥ i} and

Ni[j] = Ni(j) ∪ {j}.

As in [7], we use N+(i) for Ni(i) and N+[i] for Ni[i]. A useful property of a chordal
graph G, in which [1, 2, . . . , n] is a perfect elimination order, is that

(3.1) N+[i] is a clique for any i.

A useful property of a strongly chordal graph G, in which [1, 2, . . . , n] is a strong
elimination order, is that

(3.2) j, l ∈ N+[i] and i ≤ j ≤ l imply Ni[j] ⊆ Ni[l].

(3.2) states that in the graph Gi induced by {i, i+ 1, . . . , n}, the maximum neighbor
of i has the largest closed neighborhood among all neighbors of i. So, the maximum
neighbor is a most powerful dominating vertex. This is important to the development
that follows. (3.1) and (3.2) are also used frequently in the proofs of lemmas and
theorems in section 4.

The idea behind our algorithm for the k-neighborhood-covering and the k-neighbor-
hood-independence problems is analogous to, but much more complicated than, that
behind the algorithms for the k-domination problem (see [3, 15]). In fact, a (k − 1)-
dominating set is a k-neighborhood-covering set. However, the converse is not true.
Note that a vertex set C is a k-neighborhood-covering set if and only if for any edge
e in G, either one end vertex of e is (k − 1)-dominated by some vertex in C, or both
end vertices of e are exactly k-distant from the same vertex in C. So our algorithm
retains the spirit of the (k− 1)-domination problem with special attention to cases in
which a critical edge e occurs; i.e., both end vertices of e are exactly k-distant from
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k-NEIGHBORHOOD-COVERING AND -INDEPENDENCE PROBLEMS 637

the same vertex in C. To handle critical edges, we employ some of the ideas in [6] for
1-neighborhood-covering and -independence.

The algorithm processes vertices in the order 1, 2, . . . , n. Initially the k-neighbor-
hood-covering set C and the k-neighborhood-independent set I are empty. In iteration
i, the algorithm determines whether vertex i must be put into C. If the answer is
positive, the algorithm also finds an edge to put into I. After processing, vertex i is
deleted from the graph and i+ 1 becomes a simple vertex of the remaining graph.

For technical reasons, we associate each vertex i with two nonnegative integers
a(i) and b(i), two vertices A(i) and s(i), and a subset N+

0 (i) of N+(i). The meanings
of these items are as follows. For each vertex i the algorithm must eventually include
some vertex that is within distance a(i) from i in the k-neighborhood-covering set C.
At any time, there is a vertex in the current C that is within distance b(i) from i.
Both a(i) and b(i) keep decreasing as the algorithm proceeds. a(i) decreases when i
is the maximum neighbor of a smaller vertex i′ that is not properly neighborhood-
covered by a vertex of C within distance a(i′) in iteration i′. In this case, a(i) is set
to a(i′)− 1. Similarly, in a previous iteration, a(i′) was set to a(i′′)− 1. Continuing
this argument, there exists a smallest vertex i∗ that forces . . . , i′′, i′, i to decrease
their a(·) values, although a(i∗) never changes. We use A(i) to denote this initial
vertex i∗ from which a(i) decreases. s(i) is the optimal candidate for j such that (i, j)
is put into I. N+

0 (i) is a set of candidates for s(i). More precisely, N+
0 (i) contains

those j ∈ N+(i) such that there is no vertex i′ 1-neighborhood-covering (i, j) and
i′ itself is (k − 1)-dominated by a vertex in the current C. s(i) is chosen to be min
N+

0 (i) in iteration i. If in iteration i the algorithm determines that i should be put
into C, it will also put the edge (A(i), s(A(i))) into I. Initially, a(i) = k, b(i) = ∞,
A(i) = i, s(i) =∞, and N+

0 (i) = N+(i) for all i ∈ V . The algorithm processes vertex
i according to one of the following cases.

When a(i) = 0, vertex i must be put into C. When a(i) < b(i) and N+(i) = ∅,
all vertices in the current C are farther than distance a(i) from i and no vertex j > i
is adjacent to i. So, we need to put i into C. In these two cases, we also put the edge
(A(i), s(A(i))) into I. Since i is now in C, b(i) is set to 0.

Suppose a(j) ≥ a(i) and b(j) ≥ a(i) for all j ∈ N+(i). When 0 < a(i) < b(i) and
N+(i) 6= ∅, all vertices in the current C are farther than distance a(i) from i. In this
case, we need to find a vertex no farther than a(i)−1 from the maximum neighbor m
of i, since for any vertex j > i there is a shortest path from j to i that passes through
m. When a(i) = b(i) = k and N+

0 (i) 6= ∅, there is one vertex in the current C that
is k-distant from vertex i. However, this vertex does not k-neighborhood-cover any
edge (i, j) with j ∈ N+

0 (i). Again, we need to find a vertex that (k− 1)-dominates m
and so k-neighborhood-covers all edges (i, j) with j ∈ N+

0 (i).

When a(i) ≥ b(i) and k > b(i), there is a vertex in the current C that is within
distance a(i) from i. This vertex in fact (k − 1)-dominates i and so k-neighborhood-
covers all edges incident to i. When a(i) = b(i) = k and N+

0 (i) = ∅, by the definition
of N+

0 (i), any edge (i, j) with j ∈ N+(i) is k-neighborhood-covered by some vertex in
C. When a(j) < a(i) or b(j) < a(i) for some j ∈ N+(i), a vertex of C that is within
distance a(j) from j must be within distance a(i) from i. In these three cases, we do
not need to do anything.

Finally, we need to update b(j) and N+
0 (j) for all vertices j ∈ N+(i).

We can summarize the procedure described above in the following algorithm:

Algorithm CI.

Input. A strongly chordal graph G = (V,E) without isolated vertices and in which
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638 SHIOW-FEN HWANG AND GERARD J. CHANG

[1, 2, . . . , n] is a strong elimination order.
Output. A minimum k-neighborhood-covering set C and a maximum k-neighborhood-
independent set I of G.
Method.
1. C ←− ∅; I ←− ∅;
2. for all i ∈ V do
3. [a(i)←− k; b(i)←−∞; A(i)←− i; s(i)←−∞; N+

0 (i)←− N+(i)];
4. for i = 1 to n do
5. Case 1: a(i) = 0 or (a(i) < b(i) and N+(i) = ∅)
6. C ←− C ∪ {i};
7. I ←− I ∪ {(A(i), s(A(i)))};
8. b(i)←− 0;
9. Case 2: ((0 < a(i) < b(i) and N+(i) 6= ∅) or (a(i) = b(i) = k

N+
0 (i) 6= ∅)) and (a(j) ≥ a(i) and b(j) ≥ a(i) for all j ∈ N+(i))

11. m←− max N+(i);
12. a(m)←− a(i)− 1;
13. A(m)←− A(i);
14. s(i)←− min N+

0 (i); {where min ∅ =∞}
15. Case 3: (a(i) ≥ b(i) and k > b(i)) or (a(i) = b(i) = k and N+

0 (i) = ∅)
16. or (a(j) < a(i) or b(j) < a(i) for all j ∈ N+(i))
17. do nothing;
18. for all j ∈ N+(i) do b(j)←− min{b(j), b(i) + 1};
19. R←− {j ∈ N+

0 (i) : a(j) = b(j) = b(i) + 1 = k};
20. for all j ∈ R do N+

0 (j)←− N+
0 (j)−R;

21. end for.

4. Correctness of the algorithm. This section proves the correctness of Al-
gorithm CI. First, we note that during the execution of the algorithm, a(i), b(i), A(i),
s(i), C, and I are updated. We shall denote their final values by a∗(i), b∗(i), A∗(i),
s∗(i), C∗, and I∗, respectively. Note that a(i), b(i), and A(i) keep decreasing and
stay at their final values from the beginning of iteration i. s(i) only changes from ∞
to min N+

0 (i) in iteration i when Case 2 of the algorithm holds.
Our proof of the correctness of Algorithm CI is based on proving that C∗ is

a k-neighborhood-covering set (Theorem 4.4), I∗ is a k-neighborhood-independent
set (Theorem 4.11), and |C∗| = |I∗| (Theorem 4.7). If these conditions hold, C∗ is a
minimum k-neighborhood-covering set, I∗ is a maximum k-neighborhood-independent
set, and αN (G, k) = ρN (G, k).

Lemma 4.1. For any vertex x ∈ V , there exists some y ∈ C∗ such that d(x, y) ≤
b∗(x).

Proof. We claim that in any iteration, for any vertex x ∈ V , there exists some
y ∈ C such that d(x, y) ≤ b(x). Initially, b(x) = ∞ and C = ∅. The claim holds
if we interpret it to be miny∈C d(x, y) ≤ b(x) and min ∅ = ∞. b(x) only changes
its value in lines 8 and 18. If b(x) is reset to 0 in line 8, then x is added to C
in line 6. So d(x, x) = 0 = b(x) for x ∈ C. Suppose b(x) is reset to b(i) + 1
in line 18 for x ∈ N+(i) and b(x) > b(i) + 1; it then follows from the induction
hypothesis that there must be some y ∈ C such that d(i, y) ≤ b(i). Therefore,
d(x, y) ≤ d(x, i) + d(i, y) ≤ 1 + b(i) < b(x). This proves the claim. Consequently, the
lemma holds.Lemma 4.2. For any vertex x ∈ V , one of the following three statements holds.

(1) b∗(x) ≤ a∗(x).
(2) b∗(j) < a∗(x) for some j ∈ N+(x).

D
ow

nl
oa

de
d 

04
/2

8/
14

 to
 1

40
.1

13
.3

8.
11

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



k-NEIGHBORHOOD-COVERING AND -INDEPENDENCE PROBLEMS 639

(3) a∗(j) < a∗(x) for some j ∈ N+(x).
Proof. We shall prove the lemma by considering the following cases in iteration x.
If Case 1 of the algorithm holds, then b∗(x) = 0 ≤ a∗(x); i.e., (1) holds.
If Case 2 of the algorithm holds, then there exists j = maxN+(x) such that

a(j) = a(x)− 1 and so a∗(j) ≤ a(j) < a(x) = a∗(x); i.e., (3) holds.
If Case 3 of the algorithm holds, then b(x) ≤ a(x) or there exists j ∈ N+(x) such

that a(j) < a(x) or b(j) < a(x). For the first case, b∗(x) ≤ b(x) ≤ a(x) = a∗(x); i.e.,
(1) holds. For the second case, a∗(j) ≤ a(j) < a(x) = a∗(x); i.e., (3) holds. For the
third case, b∗(j) ≤ b(j) < a(x) = a∗(x); i.e., (2) holds.

Lemma 4.3. For any vertex x ∈ V , there exists some y ∈ C∗ such that d(x, y) ≤
a∗(x).

Proof. Repeatedly apply Lemma 4.2 to get a sequence x ≡ x0, x1, . . . , xr−1, xr
such that xi ∈ N+(xi−1) for 1 ≤ i ≤ r and

b∗(xr) ≤ a∗(xr) < a∗(xr−1) < · · · < a∗(x1) < a∗(x0) = a∗(x)

or b∗(xr) < a∗(xr−1) < · · · < a∗(x1) < a∗(x0) = a∗(x).

Then r + b∗(xr) ≤ a∗(x). By Lemma 4.1, there exists some y ∈ C∗ such that
d(xr, y) ≤ b∗(xr). Hence d(x, y) ≤ d(x, xr) + d(xr, y) ≤ r + b∗(xr) ≤ a∗(x).

Theorem 4.4. C∗ is a k-neighborhood-covering set of G.
Proof. Suppose (x, z) is an edge with x < z, i.e., z ∈ N+(x). We shall prove the

theorem according to (1), (2), and (3) of Lemma 4.2.
(1) b∗(x) ≤ a∗(x). By Lemma 4.1, there exists some y ∈ C∗ such that d(x, y) ≤

b∗(x) ≤ a∗(x) ≤ k. If d(x, y) ≤ k − 1, then y k-neighborhood-covers (x, z). So we
may assume that d(x, y) = b∗(x) = a∗(x) = k. Since Lemma 4.2 (1) holds only when
Case 2 of the algorithm does not, N+

0 (x) = ∅ in iteration x. By z ∈ N+(x) and the
updating rule for N+

0 (j) in lines 18 and 19, there exists an i such that x, z ∈ N+
0 (i)

and b(i) = k − 1 in iteration i. By Lemma 4.1, there exists some y ∈ C∗ such that
d(i, y) ≤ b(i) = k−1. Hence y (k−1)-dominates i and i 1-neighborhood-covers (x, z);
i.e., y k-neighborhood-covers (x, z).

(2) b∗(j) < a∗(x) for some j ∈ N+(x). By Lemma 4.1, there exists some y ∈ C∗
such that d(j, y) ≤ b∗(y) < a∗(x) ≤ k; i.e., y (k− 1)-dominates j. Since z, j ∈ N+(x),
j 1-neighborhood-covers (x, z) by (3.1). So y k-neighborhood-covers (x, z).

(3) a∗(j) < a∗(x) for some j ∈ N+(x). By Lemma 4.3, there exists some y ∈ C∗
such that d(j, y) ≤ a∗(y) < a∗(x) ≤ k; i.e., y (k−1)-dominates j. Since z, j ∈ N+(x),
j 1-neighborhood-covers (x, z) by (3.1). So y k-neighborhood-covers (x, z).

Lemma 4.5. If y ∈ C∗, then a∗(y) < k.
Proof. Since y ∈ C∗, Case 1 of the algorithm holds in iteration y, i.e., a(y) = 0 or

a(y) < b(y) with N+(y) = ∅. For the former case, clearly, a∗(y) < k. For the latter
case, since G has no isolated vertex, there exists a largest neighbor w of y. Note that
y ∈ N+(w). Suppose N+(w) contains a vertex y′ other than y. Then by (3.1) y′ is
adjacent to y. So y′ is a neighbor of y that is larger than w, which is a contradiction.
Thus N+(w) = {y} and y = maxN+(w). We now consider the following cases in
iteration w.

If Case 1 of the algorithm holds, then by line 8 b(w) = 0 and so, by line 18,
b(y) ≤ 1. Thus b(y) ≤ 1 in iteration y and so a∗(y) ≤ a(y) < b(y) ≤ 1 ≤ k.

If Case 2 of the algorithm holds, then a∗(y) ≤ a(y) = a(w)− 1 < k.
If Case 3 of the algorithm holds, then b(w) < k or a(w) = b(w) = k with

N+
0 (w) = ∅ or a(y) < a(w) or b(y) < a(w). For the first case, b(y) ≤ k by line 18.
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640 SHIOW-FEN HWANG AND GERARD J. CHANG

b(y) ≤ k still holds in iteration y and so a∗(y) ≤ a(y) < b(y) ≤ k. For the second case,
by the updating rule in lines 19 and 20, there exists some i such that w, y ∈ N+

0 (i) and
a(y) = b(y) = k in iteration i. Thus b(y) ≤ k still holds in iteration y and so a∗(y) ≤
a(y) < b(y) ≤ k. For the third case, a∗(y) ≤ a(y) < a(w) ≤ k. For the fourth case,
b(y) < a(w) still holds in iteration y and so a∗(y) ≤ a(y) < b(y) < a(w) ≤ k.

Lemma 4.6. For any x̄ ∈ C∗ with A(x̄) = x, there exists a unique increasing path
x ≡ x̄0, x̄1, . . . , x̄u ≡ x̄ from x to x̄ (with u ≥ 1) such that x̄i = maxN+(x̄i−1) for
1 ≤ i ≤ u and A∗(x̄i) = x and a∗(x̄i) = k − i for 0 ≤ i ≤ u. Furthermore, s∗(x) 6=∞
and A∗(y) 6= A∗(x̄) for any y ∈ C∗ − {x̄}. Also, u = k when N+(x̄) 6= ∅.

Proof. Let u = k− a∗(x̄) and x̄u = x̄, i.e., a∗(x̄u) = k− u. By Lemma 4.5, u ≥ 1.
Note that a∗(x̄u) is initially k and decreases only when Case 2 of the algorithm holds
in some iteration i and x̄u = maxN+(i). There may be several such i. Let x̄u−1 be
the maximum of all such i. In this case, x̄u = maxN+(x̄u−1), A∗(x̄u) = A∗(x̄u−1),
and a∗(x̄u−1) = a∗(x̄u) + 1 = k − (u− 1). Continuing the same argument, we get an
increasing path x ≡ x̄0, x̄1, . . . , x̄u ≡ x̄ such that x̄i = maxN+(x̄i−1) for 1 ≤ i ≤ u,
A∗(x̄0) = A∗(x̄1) = . . . = A∗(x̄u), and a∗(x̄i) = k− i for 0 ≤ i ≤ k. Since a∗(x̄0) = k,
A∗(x̄0) keeps its original value x, i.e., A∗(x̄i) = x for all 0 ≤ i ≤ u.

Furthermore, since x̄i is uniquely determined by x̄i−1, such a path is unique and
there is no y ∈ C∗ − {x̄} with A∗(y) = A∗(x̄).

Since a∗(x) = k, a(x) = k at any time. In iteration x, Case 2 holds, i.e., 0 <
a(x) < b(x) with N+(x) 6= ∅ or a(x) = b(x) = k with N+

0 (x) 6= ∅. For the latter case,
s∗(x) 6= ∞ by line 14. For the former case, b(x) > k in iteration x and so b(x) > k
in any previous iteration. By the definition of R in line 18, x /∈ R in any previous
iteration. Hence by line 19, N+

0 (x) = N+(x) 6= ∅ in iteration x. Again, s∗(x) 6=∞.

If N+(x̄) 6= ∅, then a(x̄) = 0 in line 5 in iteration x̄. So, k−u = a∗(x̄u) = a∗(x̄) =
0, i.e., u = k.

We shall call the unique path x ≡ x̄0, x̄1, . . . , x̄u ≡ x̄ from x to x̄ (with u ≥ 1)
in Lemma 4.6 the maximum path for x̄. For any x̄ ∈ C∗, the corresponding edge
(x, x′) ∈ I∗, where x = A∗(x̄) and x′ = s∗(x). Note that Case 2 holds in iteration x̄i
for 0 ≤ i ≤ u− 1 and Case 1 holds in iteration x̄u ≡ x̄. Also, in Lemma 4.6, instead
of saying a∗(x̄i) = k − i, we can say a(x̄i) = k − i in iteration x̄i−1 when line 12 is
executed for 1 ≤ i ≤ u. x̄1, x

′ ∈ N+(x) imply that d(x̄1, x
′) ≤ 1 by (3.1) and so x̄1

1-neighborhood-covers (x, x′). This together with d(x̄1, x̄p) ≤ p − 1 implies that x̄p
p-neighborhood-covers (x, x′) for 1 ≤ p ≤ u.

Theorem 4.7. |C∗| = |I∗|.
Proof. By Lemma 4.6, for any two distinct vertices y, y′ ∈ C∗, A∗(y) 6= A∗(y′),

s(A∗(y)) 6= ∞, and s(A∗(y′)) 6= ∞. Hence the theorem holds, because each time a
new vertex is added to C in line 6 a new edge is added to I in line 7.

Lemma 4.8. If vertex z k-neighborhood-covers an edge (x, x′), then there exists
a shortest x-z path x ≡ x0, x1, . . . , xr ≡ z such that r ≤ k and each xp (k − 1)-
neighborhood-covers (x, x′) for 1 ≤ p ≤ r − 1.

Proof. The lemma is easy when d(x, z) = 1 +d(x′, z) or d(x′, z) = 1 +d(x, z). For
the case in which d(x, z) = d(x′, z) ≤ k, the lemma follows from the fact that there
exists a vertex w adjacent to both x and x′ such that d(w, z) = d(x, z)− 1. (See [10,
Lemma 1 (d)].)

Lemma 4.9. Any shortest x0-xr path x0, x1, . . . , xr is unimodal, i.e., x0 < x1 <
· · · < xi−1 < xi and xi > xi+1 > · · · > xr for some 0 ≤ i ≤ r.

Proof. If the sequence is not unimodal, then xi−1, xi+1 ∈ N+(xi) for some i with
1 ≤ i ≤ r− 1. By Property (3.1), xi−1xi−1 ∈ E and so x0, x1, . . . , xr is not a shortest
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k-NEIGHBORHOOD-COVERING AND -INDEPENDENCE PROBLEMS 641

path.

Lemma 4.10. If y0, y1, . . . , yr is an increasing path and y0 ∈ C∗, then b(yi) ≤ i
after iteration yi−1 for 1 ≤ i ≤ r. Consequently, b(yi) ≤ i in and after iteration yi
for 0 ≤ i ≤ r.

Proof. We shall prove the lemma by induction on i. If i = 1, then in iteration
y0, b(y0) = 0 by line 8 of the algorithm and so b(y1) ≤ 1 by line 18. Suppose
i ≥ 2 and b(yi−1) ≤ i − 1 after iteration yi−2. In iteration yi−1, by line 18, we have
b(yi) ≤ b(yi−1) + 1 ≤ i. Hence the lemma holds.

Theorem 4.11. I∗ is a k-neighborhood-independent set of G.

Proof. Suppose I∗ is not k-neighborhood-independent; i.e., there exists some
vertex z ∈ V that k-neighborhood-covers two distinct edges (x, x′) and (y, y′) in I∗,
where x′ = s∗(x) and y′ = s∗(y). Without loss of generality, we may assume that z
is set as large as possible.

By the algorithm, there exist x̄, ȳ ∈ C∗ such that x = A∗(x̄) and y = A∗(ȳ).
Let x ≡ x̄0, x̄1, . . . , x̄u ≡ x̄ be the maximum path for x̄ and y ≡ ȳ0, ȳ1, . . . , ȳv ≡ ȳ
the maximum path for ȳ. Since x 6= y, x̄ 6= ȳ by Lemma 4.6. Also, each x̄p p-
neighborhood-covers (x, x′) for 1 ≤ p ≤ u and each ȳq q-neighborhood-covers (y, y′)
for 1 ≤ q ≤ v.

By Lemma 4.8, there exists a shortest x-z path P : x ≡ x0, x1, . . . , xr ≡ z
with r ≤ k and a shortest y-z path y ≡ y0, y1, . . . , yt ≡ z with t ≤ k such that
each xp (k − 1)-neighborhood-covers (x, x′) for 1 ≤ p ≤ r − 1 and each yq (k − 1)-
neighborhood-covers (y, y′) for 1 ≤ q ≤ t − 1. By Lemma 4.9, x0 < x1 < · · · < xi
and xi > xi+1 > · · · > xr for some 0 ≤ i ≤ r and y0 < y1 < · · · < yj and
yj > yj+1 > · · · > yt for some 0 ≤ j ≤ t.

Let i∗ be the largest index such that xp = x̄p for 0 ≤ p ≤ i∗. We may as-
sume that i∗ is as large as possible. Note that i∗ ≤ i. For the case of i∗ + 1 ≤ i,
i∗ + 1 ≤ u, otherwise u < i∗ + 1 would imply that u < i ≤ r ≤ k, but x∗i+1 ∈
N+(x̄u) = N+(x̄) contradicts the last statement of Lemma 4.6. Since xi∗+1x̄i∗+1 ∈
N+(xi∗), by (3.1) xi∗+1x̄i∗+1 ∈ E. By the fact that x̄i∗+1 = maxN+(x̄i∗), we have
xi∗+1 < x̄i∗+1. Now i∗ + 1 = i, otherwise i∗ + 2 ≤ i would imply that x̄i∗+1, xi∗+2 ∈
N+(xi∗+1), which in turn implies x̄i∗+1xi∗+2 ∈ E and so P ′: x̄0, . . . , x̄i∗ , xi∗+1,
xi∗+2, xi∗+3 . . . , xr is a path with i∗(P ′) > i∗(P ). In conclusion, either xp =
x̄p for 0 ≤ p ≤ i (when i = i∗) or xp = x̄p for 0 ≤ p ≤ i − 1 with x̄i−1 <
xi < x̄i form a clique of 3 vertices (when i = i∗ + 1). Similarly, we may as-
sume that either yq = ȳq for 0 ≤ q ≤ j (when j = j∗) or yq = ȳq for 0 ≤
q ≤ j − 1 with ȳj−1 < yj < ȳj form a clique of 3 vertices (when j = j∗ +
1).

We now claim that z 6= ȳ. Suppose, to the contrary, z = ȳ ∈ C∗. Suppose
i∗ = i = r. Since x̄u = x̄ 6= ȳ = z = xr = x̄r∗ , r

∗ ≤ u − 1. But x̄r∗ ∈ C implies that
Case 1 holds in iteration x̄i∗ , in contradiction to the fact that Case 2 holds in iteration
x̄p for 0 ≤ p ≤ u − 1. Therefore, either i∗ + 1 ≤ i = r or i < r. In any case, r > 0.
Suppose i = 0. Consider the increasing path z ≡ xr, xr−1, . . . , x1, x0 ≡ x ≡ x̄0. By
Lemma 4.10, b(x1) ≤ r − 1 in iteration x1 and so, by line 18, b(x0) ≤ b(x1) + 1 ≤ r
in iteration x1. Then b(x) ≤ r ≤ k in iteration x. On the other hand, by Lemma
4.6, a∗(x) = a(x̄0) = k and so, a(x) = k in any iteration. Then a(x) = b(x) = k in
iteration x, since Case 2 of the algorithm holds. Thus, b(x1) = k − 1 and b(x) = k in
iteration x1, and a(x) = b(x) = k = r in iteration x. By line 19, x ∈ R in iteration
x1. Now, d(z, x) = r = k. Since x′ > x, we also have d(z, x′) = k. By Lemma 4.8, we
may assume that x′ is adjacent to x1. By line 18, b(x′) ≤ b(x1)+1 ≤ k in iteration x1
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and hence b(x′) ≤ k in iteration x. Since Case 2 holds in iteration x, a(x′) ≥ a(x) = k
and b(x′) ≥ a(x) = k. So, a(x′) = b(x′) = k in iterations x and x1. By line 19, x′ ∈ R
in iteration x1. Therefore, by line 20, x′ /∈ N+

0 (x) after iteration x1 is completed. In
iteration x, it is impossible that x′ = s(x) ≡ N+

0 (x). Thus i ≥ 1.

First, consider the case of i∗ + 1 ≤ i = r, i.e., xi = z = ȳ = ȳv ∈ C∗. If
x̄i−1 ≤ ȳv−1, then ȳv−1 ∈ Nx̄i−1

[xi]. By (3.2), Nx̄i−1
[xi] ⊆ Nx̄i−1

[x̄i]. Thus, ȳv−1 is
adjacent to x̄i > xi = ȳv, in contradiction to ȳv = maxN+[ȳv−1]. So, ȳv−1 < x̄i−1.
In iteration ȳv−1, a(ȳv) = k − v by line 12 of the algorithm and Lemma 4.6. Also,
N+(ȳv) 6= ∅ since it contains x̄i. By Lemma 4.6, v = k. Then, a(ȳv) = 0 in and
after iteration ȳv−1. In particular, a(ȳv) = 0 in iteration x̄i−1. But, in iteration x̄i−1,
Case 2 holds. By line 9, 0 < a(x̄i−1), but, by line 10, 0 = a(ȳv) ≥ a(x̄i−1), which is a
contradiction.

Next, consider the case of i < r. If x̄i−1 ≤ xi+1, then xi+1 is adjacent to x̄i
by (3.2). Consider the increasing path z ≡ xr, xr−1, . . . , xi+1, x̄i. By Lemma 4.10,
b(x̄i) ≤ r − i ≤ k − i = a∗(x̄i) in iteration x̄i. When Case 1 holds in iteration
x̄i, a

∗(x̄i) = 0 and so k = r = i, which contradicts i < r. When Case 2 holds in
iteration x̄i, a(x̄i) = b(x̄i) = k and so i = 0, which contradicts i ≥ 1. If x̄i−1 > xi+1,
then b(xi) ≤ k − i after iteration xi+1 by Lemma 4.10. In particular, b(xi) ≤ k − i
in iteration x̄i−1. But Case 2 of the algorithm holds in iteration x̄i−1. By line 10,
k − (i− 1) = a(x̄i−1) ≤ b(xi) ≤ k − i, which is a contradiction.

So, in any case z 6= ȳ, i.e., z < ȳ. Similarly, z < x̄. Consider the two increasing
paths P1 and P2, where P1 is z ≡ xr, xr−1, . . . , xi, x̄i∗ , x̄i∗+1, . . . , x̄u ≡ x̄ (with x̄i∗
omitted when xi = x̄i∗ and i = i∗) and P2 is z ≡ yt, yt−1, . . . , yj , ȳj∗ , ȳj∗+1, . . . , ȳv ≡ ȳ
(with ȳj∗ omitted when yj = ȳj∗ and j = j∗). By (3.1), (α, β) ∈ E, where α is the
second vertex of P1 and β the second vertex of P2. Note that α = xp with p ≤ r − 1
or α = x̄p with p ≤ u, and β = yq with q ≤ t−1 or β = ȳq with q ≤ v. By Lemma 4.8
and the sentence just before Theorem 4.7, α (k − 1)-neighborhood-covers (x, x′) or β
(k− 1)-neighborhood-covers (y, y′), and so α or β k-neighborhood-covers both (x, x′)
and (y, y), contradicting the choice of z, except when u = v = k, α = x̄u, β = ȳv,
and |P1| = |P2| = 1. For the exceptional case, since either i = i∗ with xi = x̄i or
i = i∗ + 1 with x̄i−1 < xi < x̄i form a clique, we have r = i = i∗ = u − 1 = k − 1
or r = i = i∗ + 1 = u = k and so x̄k−1 ≤ z < x̄k, i.e., z, x̄k ∈ N+[x̄k−1]. Similarly,
z, ȳk ∈ N+[ȳk−1]. Without loss of generality, assume x̄k−1 ≤ ȳk−1. Then, by (3.2),
ȳk−1 is adjacent to x̄k. Now, x̄k k-neighborhood-covers (x, x′). Also, ȳk−1 (k − 1)-
neighborhood-covers (y, y′) and so x̄k k-neighborhood-covers (y, y′). So we have x̄k >
z and x̄k k-neighborhood-covers both (x, x′) and (y, y′), which is a contradiction to
the choice of z.

Theorem 4.12. Algorithm CI finds a minimum k-neighborhood-covering set
C∗ and a maximum k-neighborhood-independent set I∗ of a strongly chordal graph
G = (V,E) in linear-time if a strong elimination order is given.

Proof. The correctness of the algorithm follows from Theorems 4.4, 4.7, and 4.11.
The algorithm is linear, since iteration i costs only O(|N+(i)|) time excepting line 20,
and line 20 in the whole algorithm costs at most O(|E|) time.

Acknowledgments. The authors thank referees for many constructive sugges-
tions on the revision of this paper. In particular, one referee suggested the linear
programming viewpoint as added at the end of section 1. A significant simplification
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