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Multilinguistic Handwritten Character Recognition
by Bayesian Decision-Based Neural Networks

Hsin-Chia Fu,Member, IEEE and Yeong Yuh Xu

Abstract—In this paper, we present a Bayesian decision- butalso, in many cases, ongoing research efforts. To search for
based neural network (BDNN) for multilinguistic handwritten  the most updated activities, achievements, and demonstrations
character recognition. The proposed self-growing probabilistic on handwriting recognition, the World Wide Web (WWW)

decision-based neural network (SPDNN) adopts a hierarchical to b lent di for th h d i
network structure with nonlinear basis functions and a compet- SEEMS 10 DE an excellent medium Ior e researcner-and, \in

itive credit-assignment scheme. Our prototype system demon- fact, for anyone interested.
strates a successful utilization of SPDNN to the handwriting 1) Current Status and Related Problemist this paper,

of Chinese and alphanumeric character recognition on both multilinguistic documents are considered as a mixture of two
public databases (CCL/HCCRI1 for Chinese and CEDAR for the . 516 kinds of characters with different graphical structures,

alphanumerics) and in-house database (NCTU/NNL). Regarding . . . . L
the performance experiments on three different databases all such as Chinese mixed with English. Documents containing

demonstrated high recognition (86-94%) accuracy as well as low Several languages with the same or similar graphical structures,
rejection/acceptance (6.7%) rates. As for the processing speed,such as most of the western languages, are not the interest

the whole recognition process (including image preprocessing, of this research because they can be considered as one type
feature extraction, and_ recognition) consumes approximately_ 0.27 of character from the recognition point of view. However,
3{;Egrzcgrgvr\l/aarlengéglzrjtg? (l))ra iigrgﬁgsszgil computer, without Chinese (including Japanese Kaniji) characters are unique and

] o different from those of western languages in that they are
_Index Terms—Bayesian decision-based neural networks, op- y5na1phabetic and have quite complicated stroke structures.
Ecal ghﬁéﬁ%ﬂg@gg@tlgﬁ, gre\l{;geré)legggniﬁrobabmstuc decision- In general, directly applying several monolanguage character
ase  SHP g recognition techniques to each individual type of character

in a multilinguistic document can be quite difficult, owing
I. INTRODUCTION to the following.

N RECENT years, there has been a significant increase inl) Separating mixed characters of different languages ef-
the electronic management of information by multimedia ficiently and correctly can sometimes be as hard as
information systems. The handling of multimedia documents  recognizing characters.
consists of the editing and display of texts, graphics, images,2) Implementing two or more different types of recognition
and handwriting. Currently, the keyboard and the mouse are modules in a system is not time and space (in both
still the dominant input devices for personal computer-based software and hardware) efficient.
multimedia systems. However, in preparing a first draft and 3) Combining recognition results from two different types
concentrating on content creation, pencil and paper are often of recognition modules is somewhat unnecessary and
superior to keyboard entry. By incorporating character recogni-  nonproductive.
tion with a text-to-speech technology, converting handwritingherefore, it is desirable to design a uniform recognition archi-
directly to voice will be an interesting multimedia applicationtecture for multilinguistic character recognition. First, select a
set of general features for characters of different languages in
A. Overview of Handwriting Recognition a document so that every character can be represented by a

The machine recognition of characters has been a toHi@iform feature vector. C.ompared with a large character set
of intense research since the 1960’s [1]-[4], [11], [14]_[17jl_ke Chinesé, alphanumerics can be considered to be a small

After more than 30 years of rigorous attacks, studies in tig/bset of special characters to the larger character set. Then, a
field of handwriting recognition remain as active as evegharacter recognition architecture for large character set can be

A comprehensive set of references to recent research Adgpted directly (or with minor modification) to multilinguistic
developments ihandwriting recognitioncan be found in [4] character recognition. Thus, the uniform feature selection and

and [14]. These two issues describe not only the state of the®§ recognition architecture can be applied.
Recently, probabilistic decision-based neural networks
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the PDBNN devotes one of its subnets to the representatidnDiscriminant Functions of SPDNN

of a particular person's face images. In each subnet, thépne of the major differences between PDBNN [13] and
discriminate function of a PDBNN is in the form of fixedgppnN is that SPDNN extends the fixed number of clusters
number of mixtures of Gaussian distributions. This yields 5 subnet of PDBNN to flexible number of clusters in a
extremely low false acceptance and rejection rates for the faggnet of SPDNN. That is, the subnet discriminant functions
recognition systems. ) . of SPDNN are designed to model the log-likelihood functions
However, the stroke complexity of multilinguistic charactergs gitrerent complexed pixel distribution of handwritten char-
varies from one stroke up to a few dozens of strokes. Hencgyars Thusreinforced or antireinforcedlearning is applied
a fixed number of a mixture of Gaussian distributions is N4 5| the subnets of the global winner and the supposed (i.e.,
su_ltable for the representation of character pixel dlstrlbutlon._ Re correct) winner, with a weighting distribution proportional
this paper, we propose a new PDBNN called the self-growiRg {he degree of possible involvement (measured by the
probabilistic decision-based neural network (SPDNN) to refikelihood) by each subnet. Given a set of iid patteis —
ognize multilinguistic characters. For different characters, t (#); t = 1,2,...,N}, we assume that the likelihood

discriminate function of a SEDNN is' in 551 form of a flexiblef'uncﬁon p(x(t) | w;) for classw; (i.e., a character class) is
number of mixture of Gaussian distributions. a mixture of Gaussian distributions.

This paper is organized as follows. Section Il presents theDefinep(x(t) | w;,©,.) to be one of the Gaussian distri-
mathematical background, the architecture, and the leamifgions that compris¢(§:(t) | wi), where®,.. represents the
rules of the SPDNN. Then, the multilinguistic ha”dwriti”%arameter sefi,., 3.} for a Ciugter7,i in sl]bneti.

recognition system is presented in Section Ill. The proposed

system consists of three modules, which are all implemented R

by the SPDNN. A personal adaptive module is recommended — P(x(?) | w;) = Z P(O, |wi)p(x(t) | wi, ©,)

to further improve the recognition performance. Experimental ri=1

results of these modules are provided and discussed in e@fmereP(@m | wi) denotes the prior probability of the cluster

section. r;. By definition, S5 | P(o,,
number of clusters inrv;.

The discriminate function of the multiclass SPDNN models
the log-likelihood function

w;) = 1, where R; is the

Il. SELF-GROWING PROBABILISTIC

DEecisioN-BASED NEURAL NETWORK P(x(t), w;) = log p(x(t) | w;)
The self-growing probabilistic decision-based neural net- R;
work (SPDNN) is a probabilistic variant of the decision-based = log Z P(O,, |wi)p(x(t) | wi,©:)| (1)
modular neural network [10] for classification. One subnet of ri=1

an SPDNN is designed to represent one object class. There o N\ .
are two properties of the SPDNN learning rules. The ﬁr%here Wi = {in, 2, P(Or, | wi), T} T is the output

one is the decision-based learning rules. Based on the teac rt?shold of the subnet

information that only tells the correctness of the classificatio ?n most general formulations, the basis function of a cluster

for each training pattern, an SPDNN performs a distributed aﬁ ould be able to approximate the Gaussian dl|st;|but|on with

_ . . . . _ _1 —1
localized updating rule. The updating rule appliemforced ull-rank covariance matrix, i.e.¢(x, w;) 2X" 27X,

. . where X,. is the covariance matrix. However, for those
learning to a subnet corresponding to the correct class and .~ :~™ . . . . -
o : . applications that deal with high-dimension data but a finite
antireinforced learningto the (unduly) winning subnets.

. . . ; .number of training patterns, the training performance and
The second property is the iteratively supervised Iearnlng . . .
storage space discourage such matrix modeling. A natural

and unsupervised growing (ISLUG). There are two Iearninsqm lifying assumption is to assume uncorrelated features of
phases in this scheme. After each subnet is initialized with one b 9 b

cluster (see Section 1I-B1) or is self-grown with a new clusteurnequal _|mporFance. That 1S, suppose tb@t(.t) | wi, ©r,)
a D-dimensional Gaussian distribution with uncorrelated

(Section 1I-B2), the system enters the supervised learning ( e)atures
phase. In the SL phase, teacher information is used to reinforce

or antireinforce the decision boundaries obtained during t%@’(x(t) | wi.©,,) = 1
initialization or self-growing stages. When the supervise T (2m)% |gm|
training progress becomes very slow or is trapped in a paralysis
state, yet the classification or recognition accuracy is not at a

=

satisfied level, the training enters the unsupervised growing 2 3.

(UG) phase. In the UG phase, an SPDNN creates a new )
cluster in a subnet according to the proposadf-growing

rule. Thereafter, the training enters the supervised learnimperex(t) = [x1(¢),x2(t), ..., xp(¢)]* is the input pattern,
phase again. The ISLUG learning procedure terminates When = [1i,.1, ptr,2, - - - » itr, p] - IS the mean vector, and diagonal
the training accuracy reaches a predefined satisfaction levehtrix X,, = diago} ,,07,,...,0. p] is the covariance

The detailed description of the SPDNN model is given in thmatrix. As shown in Fig. 1, an SPDNN contai#$ subnets
following sections. that are used to represenfacategory classification problem.
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Recognition Result During the supervised learningphase, training data is then
TF used to fine tune the decision boundaries of each classes.
| MAXNET | The data adaptive scheme of the supervised learning for
l l _the multiclass SPDN_N is the extension of the (_38 Ie_arning
O O in [13]. Each class is modeled by a subnet with discrim-
WS S inant functions¢(x(t), w;),¢ = 1,2,...,L. At the begin-
] ‘ ning of each supervised learning phase, use the still-under-
pixla) pixla,) training SPDNN to classify all the training characté§ =
(+) (+ {x;(1),%;(2),...,x;(M;)} for ¢ = 1,..., L. x;(m) is clas-
7N s sified to classy; if ¢(x;(m), w;) > d(xi(m), wr), Vk # 4,
D(ﬂ'%)j \ 8o, o) lp(@mj\\ slale,)  and¢(x;(m),w;) > T;, whereT; is the output threshold for
— (%) L/L*\‘*— —{%) (% e (% subneti. According to the classification results, the training
i T _ T 1 ‘_ characters for each classan be divided into three subsets.
Axlen.8) plxlen.0) Axle 8] Axe,.8)  Axle,.6) o Di = {x;(m);x;(m) € w;,x;(m) is classified tow;
@ @ @ (correctly classified se})
| ! f 1 f o Db = {x;(m);x;(m) € w;,x;(m) is misclassified to

other classy; (false rejection set)

Class(1) Class(k) . . . .
o DY = {x;(m);x;(m) &€ w;,x;(m) is misclassified to
] } classw; (false acceptance sét)
The following reinforced and antireinforced learning rules
—LT [10] are applied to the corresponding subnets.

Reinforced Learning:

Input Character Features
) ikelihood type - log operator (m+1) _ (m)
w; =w; " +nVe(xi(m), w;) (6)

Fig. 1. Schematic diagram offaclassSPDNN character recognizer. o .
Antireinforced Learning:

Inside each subnet, an elliptic basis function (EBF) is used to wimt = W™ o ge(x(m), w;) ©)

serve as the basis function for each cluster ’ ) ’ ] )
In (6) and (7)1 is a user defined learning rate< n < 1, and

1 & 2 the gradient vector¥ ¢ can be computed in a similar manner,
w(x(t)awm@m) ~— 9 ;O‘ﬁd(‘xd(t) I’L"’id) +6.. (3) as proposed in [13]_

For the data seD?, reinforced and antireinforced learning
where6,, = —2n2r + 137 Ina, g After passing an will be applied to class; andw;, respectively. As for the false
exponential activation functiorxp{t(x(t),w;, ©,,)} can be acceptance sebi, antireinforced learning will be applied to
viewed as a Gaussian distribution, as described in (2), excepissw;, and reinforced learning will be applied to the class

for a minor notational change as if— = o7 . w;, wherez;(m) belongs.
' Threshold UpdatingThe threshold valud’; of a subnet
B. Learning Rules for SPDNN in the SPDNN recognizer can also be learned by reinforced

Recall that the training scheme for a multiclass SPDNR{ @ntiréinforced leaming rules. _
follows the ISLUG principle. The ISLUG training scheme 2) Unsupervised Growing of a New ClusteThe network

contains the following two phasesupervised learningand enters the unsupervised growing phase when the supervised
unsupervised growing learning reaches a saturated (learning state) but unsatisfied
1) Supervised Learning in Each Subnaince the number (classification accuracy) situation. There are three main aspects

of cluster in a subnet of an SPDNN can be adjusted ﬂ‘f the self-growing rules.

the unsupervised growing phase, each subnet is initialized1) When should a new cluster be created?

with one cluster. The values of the parameters (mean and2) Which cluster should be partitioned to create a new
covariance) of a cluster in each subnet are initialized at  cluster?

the beginning of the first supervise learning phase. Supposé3) How do we initialize the center and the covariance of

that X;* = {x;(1),...,x;(M;)} is a set of given training the new cluster?
characters that correspond to one of theclasses{w;,¢ = As for Issue I1, when the whole training set has been
1,...,L}; the mean; and covarianc&; of the initial cluster presented for a few times, the train status (especially the
in subnet: can be calculated as recognition accuracy) remains unchanged or unimproved. An
1 M extra cluster is suggested to improve the representation power
i = — xz(m) (4) of the SPDNN.
M; m=1 As for Issue 12, when an extra cluster is needed, a new clus-
1 M, ter to be created is suggested from the subnet that caused the
¥ = [YARE] Z(Xi(m) — pui)(x;(m) — )™, (5) most misclassification during the recent supervised learning

m=1 prOCESSGS.
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' to enhance the recognition accuracy.
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. Assume that a training charactercorresponding to class
""" / ‘, w; is presented to an SPDNN classifier. The clugdris in
oty (R classw;, and the cluster (sayy;) is in the classw;, which
\EW”) \\ corresponds to the largest response among the classes other
thanw;. Let o; and o; be the output ok from classw; and
classw;, respectively. According to the retrieving scheme of
b) the proposed SPDNN, if; is larger than or equal to;, the
retrieving result for the training charactemust be wrong. As
shown in Fig. 2(a), the best position for the center of the new
cluster should clearly be locatedsti.e., 1o = x, so that the
- class with new cluste®’ will generate the maximal output
Plx|w,) kY o; for the training charactex. To determine the covariance
’ ; X matrix X, first let Xy = 09I and oy be a positive constant
Y (to be determined). As shown in Fig. 2(b), if theof the new
| cluster®/ is not properly determined, the class with the new
| cluster will have its largest possible outpyf{x) be smaller
| than the output;(x) of classw;. In other words, the clusted;
is overwhelmedy cluster®;, whereyu; andX; are the center
) and covariance of cluste®;. To prevent theoverwhelming
) problem, Fig. 2(c) presents a properly initiated new cluser
\\_ Two constraints are suggested for a proper initial value:of

oilx) = O lwi) (=) (x = ) ..
) = G p[ : - }+ ,

)
0/

Fig. 2. Example of creating a new cluster in a mixture of Gaussian distribu- < 0;(x) = ]3(607@ +¢ (8)

tions. (a) Forz(t) € w;, thex;(t) is not correctly classified sinag (x(t)) is } (27rg)7 ’

smaller tharv;(x(t)). A new cluster®’, is needed inv;. (b) The new cluster T

O/ is overwhelmedby the clustei®;, i.e.,0; (o) is still smaller tharv; (po). 0i(11;) = PO | w;) ex _1 (x —pi)" (x— py) +¢

(c) By having initialized with propefo, oo, andP(0q | w; ), the new cluster i\Hj) = (270) ) 2 3, ¢

©! can contribute enough to support class For examplep; (uo) is larger

thano; (s10), ando;(1i;) is smaller tharv, (). P PO, | wj) , 9

0;(pj) = 2 )%|E|% €j %)

As for Issue I3, when a new cluster is needed, its initial T J

values of thecenterandcovarianceneed to be properly deter-where P(0y | w;) and P(©; | w;) are the prior probability of
mined; otherwise, a poor classification situation may still existluster®; and©;, respectivelye; ande; represent the partial
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Fig. 4. Image preprocessing on handwritten characters: (from top) original text image, smoothed text, linear normalized text, nonlinead rexnalize
and thinned text.

output of classes; andw, from the clusters other tha®; and used Chinese character set (e.g., the 5401 set in [19]) on

©; atx. ¢; and¢; are the partial output at; of the clusters a Pentium-100 based personal computer. For alphanumerical

other than®; and ©;. The prior probabilityP(©, | w;) of character recognition, the recognition is about three times

cluster ®, can be initialized agc/5;)P(©; | w;), where faster.

5; = (1/R;) SN, 0., in which o, is the covariance of

clusterr; in classw;. Sincee;, ¢, ¢;, ande/; are very small at A. Image Preprocessing and Feature Extraction

x and y;, they are ignored in the following estimation.
These two constraints imply that clus®@f and cluster®;

will not overwhelm each other. To satisfy (&),is initialized

Image preprocessingof a multilinguistic character recog-

nition is by no means of any different from the monolanguage
P(Oifws) A\ 2o ) : character recognition. Character segmentation on free format

to be less thalizyp725., ) 77 - Then,o can beiteratively o gritten character is a very difficult task; thus, it is usually
decreased by a small valye(0 < n < 1) until (9) is satisfied, an interactive task between segmentation and recognition.
and the final value ob can be a proper initial value af,  since the multilinguistic character recognition is already a
for the new cluster®;. complicated recognition problem, and the interactive seg-
mentation methods would slow down the processing speed,
we must restrict our handwritten character domain to be
free format on Chinese characters and handprinted characters
on alphanumerics. Thus, dnteractive rule-based character

An SPDNN-based handwritten character recognition systesagmentatiori5] is applied to slice and separate the whole
is being developed in the Neural Networks Laboratory gfage image into a sequence of character images. Basically, this
National Chiao Tung University. The system configuration isethod is based on some heuristic rules to combine several
depicted in Fig. 3. All the major processing modules, includinigolated connected components into a separated character.
preprocessing and feature extraction module, coarse classifieThe binary images of a handwritten character are then
character recognizer, and its personal adaptive module, pessed through a series of image processing stages, such as
implemented on a Pentium-100 based personal computer. boundary smoothing, noise removing, space normalization,

The system built on the proposed SPDNN has been demamd stroke thinning operations. Fig. 4 depicts a series of
strated to be applicable under reasonable variations of chareprocessing results of some Chinese and English characters.
acter orientation, size, and stroke width. This system also hag-eature extraction. Using statistical features in pattern
been shown to be very robust in recognizing characters writteetognition has been very successful for a long time. A
by various tools, such as pencils, ink pens, mark pens, artthracter can be well represented by a two-dimensional (2-
Chinese calligraphy brushes. The prototype system takes Z¥0image pattern; thus many statistical pattern recognition
ms on average to identify a character image out of a commongchniques have been applied in this type of character recog-

I1l. M ULTISTAGE HANDWRITTEN
CHARACTER RECOGNITION SYSTEM
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-y ISLUG principle. During the retrieving phase, each of the
ll I —-‘;! subnets corresponding to candidate characters from coarse
classifier produces a score according to its discriminate func-
g tion ¢(x(t),w;). The subnet that produces the highest score
is the winner, and its corresponding reference character is
- considered as the result of the character recognizer.
l ' ' :: ﬁ 3) Experimental ResultsIn this section, two experimental
—#' results for handwriting recognition will be discussed. In the

first part, we used the CCL/HCCR1 [19] handwritten char-
(@ (b) . .

, _ , acters database, which have been used by several handwritten
Fig. 5. Extracting the CCT and BSPN features from a Chinese characteéhar&lcter recognition research groups [5], [6], [12]. The second
N _ o experiment explored the ability of SPDNN in solving the mul-

nition. Among various statistical features [6], we selecteglinguistic handwritten character recognition problem, which
the crossing coun{CCT), belt shape pixel numbeiBSPN), s seldom discussed in the character recognition literature.
and stroke orientation featurdSTKO) as candidate features a) Experiment 1—Handwritten Chinese recognitioive

for the proposed character recognition system. As shown{gye conducted experiments on the CCL/HCCR1 database,
Fig. 5, features such as CCT and BSPN represent the stroldch contains more than 200 samples of 5401 frequently
complexity and the pixel density of a character image. lfised Chinese characters. The samples were collected from
[9], Kimura et al. proposed the directional code histogrameng people, including junior high school and college stu-
and used this feature for Chinese character recognition sdgnts as well as employees of ERSO/ITRI. According to
cessfully. The architecture of a multistage SPDNN charaCi@fe most recent survey on handwriting recognition [4], [14],
recognizer is depicted in Fig. 6. As shown in Fig. 7, theig], most of the handwritten Chinese OCR'’s were done on
STKO is a simplified version of Kimura’'s directional codesma|| database, i.e., training and testing on very small size

histogram. of character set, e.g., a few hundred characters. As far as
_ N studies conducted on the recognition on a complete set of
B. Multistage Character Recognition commonly used Chinese characters, Xia [20] developed an

Since there are as many as 5401 commonly used characéxgerimental system on the 3755-character set and achieved
and 62 alphanumerics and symbols in a Chinese majoraa 80% recognition rate. Recently, Li and Yu [12] reported
multilinguistic Chinese document, it is desirable to perforra 93.43% recognition accuracy on the CCL/HCCR1 database.
a coarse classification (or clustering) to reduce the numid@ur SPDNN-based system achieved a slightly lower accuracy
of candidate characters for theharacter recognition With  performance (90.11%). Table Il summarizes the performance
a smaller candidate set, not only can the overall recognitisamparison of these two systems based on the CCL/HCCR1
speed and recognition accuracy be greatly improved, but tthatabase. We would like to comment on why the SPDNN has
training on the SPDNN character recognizer can be muttierior performance. First, compared with the huge number
easier and faster as well. of character feature sets (400-500) used by [12], the features

1) Coarse Classification:n order to achieve a balancedused by SPDNN only consist of 96 sets. A more relevant
recognition performance in a multistage recognition systeggmparison could be made if comparable number of training
the coarse classifier needs to maintain a very high accuragpd testing features for these two systems were available.
(e.g.,> 99.9%). Although this is a difficult task, we proposedn fact, the SPDNN character recognizer is designed to use
to use the CCT feature and the SPDNN wibtiwerlapped no more than 100 sets of features since more feature set
boundaries to implement the coarse classifier. This desigreans more memory storage and longer recognition time.
is to achieve low sensitivity in personal writing style andwo things explain why SPDNN can live with fewer features
high classification rate among characters. By applying the taod yet achieve a comparable performance. 1) The mixture
public databases suggested in Section 11I-B3 and the ISLU Gaussian-based discriminant function permits the SPDNN
principle, we have trained the proposed coarse classifierttolearn the precise decision boundaries. 2) The self-growing
achieve this goal. The training and testing results are listedes allow for just enough Gaussian clusters to represent the
in Table I. At the end of the retrieving phase of the coarsgharacter image distribution. Therefore, the proposed SPDNN
classifier, the number of candidate characters with respectsistem is very suitable to implement on a personal computer
the input character is reduced to 516 characters in averagesystem. Li and Yu's system was implemented on a Sparc-2

2) Character Recognition:The design of the character recworkstation.
ognizer is also based on the SPDNN model. Féf-aharacter b) Experiment 2—Multilinguistic handwriting recognition:
recognition problem, an SPDNN character recognizer consifg searching on major conference proceedings, journals, as
of K subnets. A subnetin the SPDNN recognizer estimateswvell as Web sites, we have yet to find any performance test
the distribution on the patterns of charactesnly and treats report on this type of handwriting. We therefore conducted
those patterns that do not belong to chara¢tes the “non- experiments on the combined databases of CCL/HCCR1 and
+" patterns. The combined features such as CCT, BSPN, a@fEDAR [8]. The training and testing data sets for Chinese
STKO are used in the SPDNN character recognizer. Tlebaracters are selected by the same method udexpieriment
training of the character SPDNN was conducted with the The CEDAR database contains various style of handwritten
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Fig. 6. Architecture of the three-stage recognition system.
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TABLE I
PERFORMANCE OF DIFFERENT HANDWRITTEN CHARACTER RECOGNIZERS
ON THE CCL/HCCRL1 DxtaBASE. THE Li-yul SysTEM WaAS
IMPLEMENTED BY THEIR MAIN FEATURES, AND THELi-yu2 SYSTEM
WAS IMPLEMENTED BY THEIR FULL SET OF FEATURES[12]

3

{a.1) text image

(a.2) smoothedimage  {a3) thinned image Systems | Accuracy | Feature sets | Train/Test ratio
SPDNN | 90.12% 96 50-50
(a) textimage and preprocessed image Li-yul 88.65% 400 50-1
Li-yu2 93.43% 500 50-1
bs ‘ I - - S TABLE Il

PERFORMANCE OFSPDNN HANDWRITTEN CHARACTER RECOGNIZERS WITH AND

U B e RN WiTHOUT REJECTION ON THECCL/HCCR1AND CEDAR DATABASES

(b.1) vertical {b.2) degree of 45 {b2) horizontal (b.2) degree of 135 Systems | Top 1 Accu. | Top 2 Accu. | Top 3 Accu. | Rej. %
SPDNN 90.12% 93.49% 94.75 % 0%

(b) stroke of four direction SPDNN 94.11% 97.01% 97.67 % 6.7 %

Fig. 7. Preprocessing and STKO feature extraction of a Chinese character.

maintain a certain gap larger th@hwith respect to the second
largest output from other discriminate functions.

The experimental results follow: For the sake of comparison,
we adjusted the thresholds so that the proposed system
has a 0% false rejection rate during the training phase. The

TABLE |
TRAINING AND TESTING RESULTS OF COARSE CLASSIFICATION ON THE
CCL/HCCR1AND THE CEDAR DATABASES. HALF OF THE RANDOMLY
SELECTED CHARACTERS IN EACH OF DATABASES ARE USED
FOR TRAINING, AND THE OTHER HALF ARE USED FORTESTING

Number | Ave. No. of | Training | Testing recognition accuracy with 0% and 6.7% false rejection rates
clu‘;fter lihirgit;r; Accuracy | Accuracy at the testing phase are shown in Table IlI. Li and Yu's method
&l =16 A 903% can not provide rejection function in their Bayesian rule-

based statistical recognition system [12]. However, SPDNN'’s
rejection function is based on the reinforced and antireinforced
alphanumerics, which were lifted from envelop address bloclgarning rules; thus, each subnet, which represents a character
from the United States. Among the data, 4000 alphanumeritsSPDNN, can have its own rejection criteria. We think this
were used for training and 2000 for testing. We also conductg@aracteristic is beneficial for real-world applications.
experiments with rejection. Rejection criteria was implemented

through the threshold valué;, which can be learned by C. SPDNN for Personal Adaptive Recognition

the reinforced and antireinforced learning rules. In general,In order to further enhance the recognition accuracy, we
when an input character is correctly recognized with certaproposed personal adaptation on the SPDNN character recog-
confidence, its output of the discriminate function shouldizer.
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Fig. 8. User interface and a recognition snapshot of the proposed three-stage recognizer.

1) Unconstrained Freehand Written Character Recogni- TABLE IV

tion: Most of the recently announced handwritten character ~ BY APPLYING 300 GOMMONLY USED CHARACTERS WRITTEN

" . . . L. WITH No CONSTRAINTS BY FIVE STUDENTS, THE PROPOSED
recognition systems claimed their benchmarking recognition  Apaptive SySTEM SHOWS SIGNIFICANT IMPROVEMENT ON THE
performance to be higher than 90%. However, when they  RecocNiTioN AcCURACY DURING THE TEN LEARNING CYCLES
were tested on unconstrained freehand writing, most of their Tl Tuser#1 [ user#2 | user#3 | userfid | userZs | ave.
recognition accuracy fell between 40% and 50% [7]. Hence, 1st | 50.6% | 33.6% [ 381% [ 52.3% [ 45.7% | 44.0%
we suggested an unconstrained freehand-writing recognition gﬂg gg-g? gg-gzo 22-3;7/0 ;?g;"/o %;ZO gi-g?/o
module to adapuyely flne tune the parameters of the SPI.D.NN : 84‘3?‘; 78_7%‘3 69_372 75.9%‘2 86_0(72 79_5(72
character recognizer in order to learn the user's own writing 5t 1 84.6% | 87.6% | 73.9% | 79.9% | 851% | 82.9%,
style. When input characters were misclassified, the erroneous 6th | 81.9% | 89.0% | 76.2% | 80.2% | 84.0% | 82.2%
recognition results were manually corrected by a user. In g:l Sg-gg gg-g;/ﬂ ;g-g;ﬁ ;g-g‘? gg-g? gg-??;
the meantime, thg parameters or the decision b_o_undarles - 90:5%'; 90:672 81:2%'; 87:7(72 89:3(72 §70%
of the corresponding character SPDNN are modified and T5th T 93.6% | 91.4% | 84.6% | 90.5% | 90.1% | 90.0%
improved by performing the reinforced and antireinforced
learning processes. In addition, when it is necessary, clusters
in a character SPDNN may be created (self-growing rules) amy restriction on the writing style by several students in our
better approximate the partition boundaries. In order to prevastiversity 10 times over several days. We intended to simulate
the excessive learning of the designated character bound&yatural and general unconstrained freehand written database
the adaptive learning process usually includes a verificati#h this manner. The testing results for five user's adaptation
process. Naturally, the reinforced and antireinforced learnifigocesses are illustrated in Table IV. The recognition rates
processes are app“ed to the SPDNN'’s associated with W@S raised from 44.09% to 82.2% during the first five Iearning
mismatched character and its similar characters (the Top Q¥sles, and the performance may finally increase up to 90.03%
candidates). When increasingly more unconstrained freehdiden learming cycles. Fig. 8 depicts the user interface and a
written characters are presented to the system, each charat@Pshot of recognition results of the prototype system.
SPDNN will gradually learn the user’s personal writing style.

2) Experimental Results and Performance Evaluatiom: IV. CONCLUDING REMARKS

order to evaluate the performance of the unconstrainedin this paper, a neural network multilinguistic handwritten
freehand writing recognition module for its adaptation angharacter recognition system is proposed and implemented on
recognition capabilities, we prepared our in-house databasPentium-100-based personal computer. This system performs
(NCTU/NNL) in the following manner. We first selectedclassification, character recognition, and unconstrained free-
the 300 most commonly used characters from the Chindsend writing recognition. The SPDNN, which is a Bayesian
textbooks in elementary schools in Taiwan. Then, these 3@8cision-based neural network, was applied to implement the
Chinese characters and the alphanumerics were written withmajor modules of this system. This modular neural network
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deploys one subnet to take care one object (character), @&l G. Nagy, “Optical character recognition,” iHandbook of StatisticsP.

therefore, It |S able to apprOXImate the deCISlon reglon Of R. Krishnaiah and L. N. Kanal, Eds. Amsterdam, the Netherlands:
North Holland, 1982, pp. 621-649.

each _ClaSS IochIy and precisely. This Iocalit_y_ proper_ty if6] G. Nagy, “Chinese character recognition: A twenty-five year retrospec-
attractive especially for personal freehand writing or signa- tive,” in Proc. 12th Int. Conf. Pattern Recogri988, pp. 163-167.
ture identification applications. A personal adaptation for tHé?] C. Y. Suen, M. Berthod, and S. Mori, "Automatic recognition of

.. . . hand-printed character—The state of the afgdc. IEEE vol. 68, pp.
character recognition module is proposed and implemented t0 469487, Apr. 1980.

improve the recognition performance on unconstrained frel@8] J.-W. Tai, “Some research achievements on Chinese character recogni-

hand Writing On the other hand. due to the enormous number tion in China,” Int. J. Pattern Recogn. Artif. InteJlvol. 5, nos. 1 and
’ ’ 2, pp. 199-206, 1991.

of variations involved, handwriting recognition application$ig] L. T. Tu et al, “Recognition of hand-printed Chinese characters by fea-
still require more work before they can reach comparable ture matching,” inProc. 1991 First Nat. Workshop Character Recqgn.

; Taipei, Taiwan, R.O.C, 1991, pp. 166-175.
performance by a human. Therefore, document analysis Y. Xia, “Research report on interactive self-learning system of handwrit-

recognition become an interesting and fascinating research ten Chinese characters,” Dept. Comput. Sci., Tsing-Hua Univ., Hsinchu,
topic in the field of intelligent information processing. Taiwan, R.O.C., Nov. 1989.
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