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Abstract 

Wu, J.-S. and R.-J. Chen, The towers of Hanoi problem with parallel moves, Information Processing Letters 44 (1992) 

241-243. 

This paper proposes a variant of the towers of Hanoi problem allowing parallel moves. An algorithm for this problem is 

presented and proved to be optimal. 

Keywords: Towers of Hanoi; recurrence relations; algorithms 

1. Introduction 

The towers of Hanoi problem is well-known 
and discussed in [l-4]. There are three pegs 
(A, B, C), and IZ disks of different sizes are 
placed in small-on-large ordering on peg A. The 
object of the problem is to move all the II disks 
from peg A to peg B in original order. The rules 
of disk movements are as follows: 
Rule 1. Only one disk can be moved at a time. 
Rule 2. No disk is ever placed on a smaller one. 

This paper proposes a variant of the towers of 
Hanoi problem allowing parallel moves. Every 
top disk may be simultaneously moved from its 
peg and placed on another peg at a given time. 
The constraint is that no more than one disk can 
be placed on the same peg. In other words, four 
types of moves including single move, exchange, 
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consecutive moue and circular move can be made. 
These moves are presented in Fig. 1. 

2. The optimal algorithm 

In the following we propose an algorithm for 
the variant of the towers of Hanoi problem allow- 
ing parallel moves and prove its optimality. 

Notation: 

A, B, C: A is FROM peg, B is TO peg 
and C is SPARE peg. 

A&, d,, . . . ): peg A with disks d,, d,,. . . , 
from top to bottom; similarly 
for pegs B, C. 

A(O): peg A with no disk; similarly 
for pegs B and C. 

RCA, B, 0: state of pegs A, B and C. 

f(n): the minimal number of disk 
moves for the problem with n 
disks. 
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Fig. 1. Four moves: (a) single move, (b) exchange, (c) consecutive move, (d) circular move. 

In this section, an optimal algorithm is derived 
and proved to be correct. To proceed, we need 
the following lemmas. 

Lemma 1. The number of disk moves for trans- 
forming R(A(1,. . . , n), B(O), C(O)) into f&40), 
B(1,. . . , n>, C(O)), for n z= 4, is at least 2fln - 2) 
+ 1. 

Proof. The transformation of R(A(1,. . . , n>, B(O), 
C(O)) into RMO), B(1,. . . , n), C(O)) can be di- 
vided into three steps: 

Step 1 shows the transformation of R(A(1, 
. . . , n), B(O), C(O)) into the state immediately 
before disk II is moved, 

Step 2 shows the move of disk n from peg A 

to peg B, 
Step 3 shows the transformation of the state 

immediately after disk IZ is moved into 

RMO), B(1,. . . , n), C(O)). 
In the final state of Step 1, only disk n is on 

peg A, and no more than one disk is on peg B 
while all others are on peg C (i.e. at least II - 2 
disks are on peg C). Hence the number of disk 
moves for Step 1 is at least f(n - 2). Step 2 takes 
one move and Step 3 is similar to Step 1. There- 
fore, we get the least number of disk moves for 
this problem: 2f(n - 2) + 1, for n > 4. 0 
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Now, we propose an algorithm for this prob- 
lem taking 2f(n - 2) + 1 disk moves, for y1 > 4. 

Lemma 2. To transform R(A(1,. . . , n), B(O), C(O)) 
into R(A(O), B(1,. . . , n>, C(O)), for n > 4, the fol- 
lowing algorithm, 
Step 1: 

Step 2: 

Step 3: 

Step 4: 

transform R(A(1,. . . , n), B(O), C(O)) into 
R(A(n - 1, n), B(l), C(2,. . . , 

Iz - 2)); 
transform R(A(n - 1, n), B(l), C(2,. . . , n 
- 2) into R(A(n), B(n - 11, Ccl,. . . , ~1 - 

2)); 
transform RMn), B(n - 11, Ccl,. . . , n - 
2)) into RMn - 11, B(n), 03,. . . , n - 

2)); 
transform R(A(n - l), B(n), Ccl,. . , II - 
2)) into R(A(l), B(n - 1, n), C(2,. . . , n - 

2)); 
Step 5: transform RCA(l), B(n - 1, n), C(2,. . . , 

n - 2)) into R(A(O)), B(1,. . . , n), C(O)), 
takes exactly 2f(n - 2) + 1 disk moves. 

Proof. The minimal number of disk moves for 

transforming R(A(1, . . . , n), B(O), C(O)) into 
R(A(n - 1, n), B(O), Ccl,. . . , n - 2)) is f(n - 2) 
and it is clear that we can arrange the last move 
in this transformation to be the transfer of disk 1 
from peg B to peg C. Hence the minimal number 
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of disk moves for Step 1 is exactly f(n - 2) - 1. 
Step 2, Step 3 and Step 4 make a consecutive 
move, exchange and consecutive move in that 
order. Finally, Step 5 is similar to Step 1, and its 
minimal number of disk moves is also f(n - 2) - 
1. 

Therefore, the number of disk moves for this 
algorithm is 

[f(n-2)-1]+1+1+l+[f(n-2)-l] 

=2f(n-2)+1. 0 

Applying the above two lemmas, we present 
the optimal algorithm as follows. 

Theorem 3. To transform R(A(1,. . ., n), B(O), 

C(O)) into HA(O), B(1,. . . , n), C(O)), n a 4, the 
optimal algorithm is 
Step 1: transform R(A(1,. . . , n), B(O), C(0)) into 

R(A(n - 1, n), B(l), C(2,. . .) n - 2)); 
Step 2: transform R(A(n - 1, n), B(l), C(2,. . . , 

Step 3: 

Step 4: 

n - i)) into R(A(nj, Bin - li, C(i,. .I, 
n - 2)); 
transform &4(n), B(n - 11, Ccl,. . . , n - 
2)) into R(A(n - l), B(n), Ccl,. . . , n - 

2)); 
transfoim R(A(n - l), B(n), Ccl,. . . , n - 
2)) into RCA(l), B(n - 1, n), C(2,. . . ,n- 
2)); 

Step 5: transform R(A(l), B(n - 1, n>, C(2,. . . , n 
- 2)) into R(A(O), B(1,. . . , n), C(0)). 

Further, the minimal number of disk moves is 
3 . 2(“-1)/2 - 1 for n odd and 2. 2”12 - 1 for n 
even. 

Proof. By Lemma 1, the number of disk moves for 
this problem is at least 2f(n - 2) + 1, and we 
have presented an algorithm that makes exactly 
2 f(n - 2) + 1 moves in Lemma 2. Applying these 
two lemmas, we see that the algorithm is optimal. 

It is trivial that the minimal numbers of disk 
moves for n = 1, 2, 3 are 1, 3, 5, respectively. We 
solve the recurrence relation f(n) = 2f(n - 2) + 
1, for n > 4, and get f(n) = 3. 2(“-1)12 - 1, for n 
odd and f(n) = 2. 2”j2 - 1, for n even. 0 
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