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A method of transient adaptive sub-cells (TAS) suitable for unstructured grids that is modified from the
existing one for the structured grids of DSMC is introduced. The TAS algorithm is implemented within the
framework of a parallelized DSMC code (PDSC). Benchmarking tests are conducted for steady driven cav-
ity flow, steady hypersonic flow over a two-dimensional cylinder, steady hypersonic flow over a cylinder/
flare and the unsteady vortex shedding behind a two-dimensional cylinder. The use of TAS enables a
reduction in the computational expense of the simulation since larger sampling cells and less simulation
particles can be employed. Furthermore, the collision quality of the simulation is maintained or improved
and the preservation of property gradients and vorticity at the scale of the sub-cells enables correct
unsteady vortex shedding frequencies to be predicted. The use of TAS in a parallel-DSMC code allows sim-
ulations of unsteady processes at a level to be carried out efficiently, accurately and with acceptable com-
putational time.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

The Direct Simulation Monte Carlo (DSMC) method is a compu-
tational tool for the simulation of flows in which effects at the
molecular scale become significant [1]. The Boltzmann equation,
which is appropriate for modelling these rarefied flows, is extre-
mely difficult to solve numerically due to its high dimensionality
and the complexity of the collision term. Simplification of the col-
lision term in the equation by the Bhatnagar–Gross–Krook (BGK)
technique [2] has spawned a number of numerical solvers, such
as the model Boltzmann equation (MBE) solver developed by Yang
and Huang [3]; however these methods are still in their infancy as
practical simulation tools.

DSMC provides a particle-based alternative for obtaining realis-
tic numerical solutions in which the movement and collision
behaviour of a large number of representative particles within
the flow field are decoupled over a time-step which is a small frac-
tion of the local mean collision time. The computational domain it-
self is divided into either a structured or unstructured grid of cells
which are then used to select particles for collisions on a probabi-
listic basis and also are used for sampling the macroscopic flow
properties. Intermolecular collisions are handled probabilistically
using phenomenological models which designed to reproduce real
ll rights reserved.
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fluid behaviour when the flow is examined at the macroscopic le-
vel. These models vary in their sophistication; however the models
used in most applications include the variable hard sphere (VHS)
[4] and the variable soft sphere (VSS) [5] models. DSMC has been
shown by Nanbu [6] and Wagner [7] to provide a solution to the
Boltzmann equation as the number of simulated particles tends to-
ward the true value within the flow field.

The incorporation of sophisticated features in the DSMC algo-
rithm, such as nearest-neighbour collisions, adaptive cell struc-
tures and variable time-step (VTS) schemes, and the continued
increase in computing power available to the general user, has
greatly increased the ability of the method to model a wide variety
of applications including hypersonic flows, space applications, mi-
cro electro mechanical system (MEMS) devices and deposition pro-
cesses, among others. A recent study by Gallis et al. [8]
demonstrates that these ‘sophisticated procedures’ can greatly in-
crease the accuracy and computational efficiency of the basic
DSMC algorithm on structured grids. Despite these advances, the
DSMC scheme becomes increasingly computationally and memory
intensive as the flow approaches continuum limit and when un-
steady flows are modelled, which has tended to limit the method
when single computer processors are employed. The development
of parallel computer processing, whereby the computational load
is spread over a number of computers, represents an opportunity
to simulate near-continuum and unsteady flows with acceptable
run-times and a number of sophisticated parallel-DSMC schemes
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have been implemented and reported in the literature. Several re-
cent implementations of parallel-DSMC include those Dietrich and
Boyd [9], Ivanov et al. [10], LeBeau [11] and Wu and Lian [12]. The
parallel-DSMC Code (PDSC) developed by Wu’s group has been
successfully used to model a number of flows including flow
through a drag pump [13], hypersonic flow past a cylinder [14]
and under-expanded jet flow [15]. PDSC will be discussed in great-
er detail in Section 2.1.

As mentioned, the simulation of a near-continuum gas flow re-
sults in an increase in the computational expense and memory
requirements of the simulations because finer cells and more sim-
ulated particles are required. This is because traditionally the
dimensions of the sampling cells are set to be equal to approxi-
mately 1/3–1/2 times the local mean free path, so increased den-
sity results in a greater number of cells and more simulated
particles to ensure an adequate statistical sample within these
cells. Sampling cells of this size ensure that the distances between
particles selected for collisions are maintained at below one mean
free path. A measure of the ‘‘collision quality” of a simulation is the
ratio of the mean spacing of particles selected for collision (mean
collision spacing) to the local mean free path (mcs/mfp). The
mcs/mfp ratio should be much less than unity for a simulation to
be considered accurate [8].

The use of a large number of properly resolved sampling cells
will incur a high computational expense for simulating unsteady
processes like Pulsed Pressure Chemical Vapour Deposition (PP-
CVD) which have regions of relatively high density and large gradi-
ents in macroscopic properties [16,17]. A potential method of over-
coming this problem, whilst maintaining a high collision quality, is
to divide the sampling cells into sub-cells for the selection of colli-
sion partners. This means that the distance between collision part-
ners is maintained at the dimensions of the sub-cells, whilst the
resolution of the macroscopic properties is at the dimensions of
the sampling cells. Gallis et al. [8] have demonstrated that the
use of sub-cells or virtual sub-cells which result in nearest-neigh-
bour collisions can lead to, for a one-dimensional simulation, a
coarsening of the grid by approximately eight times whilst still
maintaining the same simulation accuracy.

The goal of this paper is to present the implementation of a
transient adaptive sub-cell routine for unstructured grids into the
parallel-DSMC (PDSC) code developed by Wu’s group [12–15].
The method is validated by simulating steady driven cavity flow,
steady Mach 10 flow over a two-dimensional cylinder, steady
Mach 12.4 flow over a hollow cylinder/flare and unsteady vortex
shedding after a two-dimensional cylinder body.
2. Numerical method

2.1. Parallel implementation of DSMC

In the DSMC algorithm, particle movement and collision events
are treated independently and occur locally, making the code is
highly suitable for parallelization. This can be achieved through
decomposition of the physical domain into groups of cells which
are then distributed among the parallel processors. Each processor
executes the DSMC algorithm in serial for all particles and cells in
its own domain. Parallel communication between processors is re-
quired when particles cross the domain boundaries requiring par-
ticles to be transferred between processors. To achieve high
parallel efficiency it is necessary to minimize the communication
between processors while maintaining a balance between the
computational load on each processor, which is best achieved
adaptively during the run-time. In the present study, we have
adapted the previously developed parallel-DSMC Code (PDSC)
which has been described in detail in the literature [12–15] and
will only be outlined briefly here.

PDSC enables simulation of two-dimensional, axisymmetric or
three-dimensional problems. The algorithm is implemented on
an unstructured mesh using a particle ray-tracing technique,
which takes advantage of the cell connectivity information pro-
vided by the mesh data and is able to handle complex boundary
geometry. PDSC utilizes the multi-level graph partitioning tool Par-
METIS to decompose the computational domain and distribute the
cells among the processors. A stop-at-rise (SAR) algorithm is used
to determine when to dynamically repartition and re-distribute the
computational load between processors based on the value of a
degradation function which compares the computational cost of
repartition to the idle time for each processor. The transfer of par-
ticle data between the processors only occurs when particles strike
the inter-processor boundaries and after all other particles on each
processor have been moved, thus minimizing communication be-
tween processors and maximizing the parallel speed-up. During
calculation, the mesh can be iteratively refined using the h-refine-
ment technique whereby local grid points are added to improve
the cell distribution according to the solution based on some adap-
tation criteria (for example, flow field density or local Knudsen
number). A simple cell-quality control method is used to maintain
the integrity of the mesh during this process.

Other special features have been developed to enhance the
computational efficiency, flexibility and utility of PDSC. These in-
clude pressure boundary treatment [18], spatial and temporal var-
iable time-step schemes [13], the implementation of a
conservative weighting scheme to efficiently deal with gas flows
with trace species [19], the implementation of an unsteady sam-
pling algorithm [20] and a gas phase chemistry module for simu-
lating chemical reactions in hypersonic air flows [21].

2.2. Transient sub-cells method

As mentioned previously, the implementation of sub-cells in
DSMC allows the maintenance of good collision quality within
the simulation, even for grids which are ‘‘under-resolved” (that
is, if the sampling cells are bigger than the recommended setting
of 1/3–1/2 times the local mean free path). Running simulations
with under-resolved sampling cells which employ sub-cells results
in a reduction in the computational and memory requirements of
the simulation, albeit at the cost of a reduction in the possible sam-
pling resolution of the macroscopic properties, but without sacri-
ficing simulation accuracy.

The methods used to for the implementation of sub-cells within
the literature vary somewhat. Older versions of Bird’s code [1] em-
ploys a fixed number of sub-cells per sampling cell, however the
latest version of DS2V code generates a transient grid to each cell
at a time during the collision routine such that there is approxi-
mately one particle per sub-cell [8]. These sub-cell procedures do
not guarantee nearest-neighbour collisions, because they do not
determine the distance between particles explicitly; however they
ensure particles which are selected for collision are closely spaced.
The use of virtual sub-cells, whereby the distances between the
particle selected for collision and all other particles in the cell are
simply explicitly calculated and the nearest particle chosen, was
introduced in NASA’s DAC code [22] and has since been included
in DS2V.

It is important to note that the codes mentioned above utilize
structured grids. In PDSC unstructured grids are used, requiring
an adaptation of the transient sub-cells scheme whilst maintaining
the simplicity of the scheme and its low computational cost. In
PDSC, the sampling cells are divided into sub-cells during the col-
lision routine. Because the sub-cells only exist in one sampling cell
at a time, and only during the collision routine, they can be consid-



Fig. 2. Average particle number per sub-cell is (a) 3.125 and (b) 6.25 for 50 particles
in the background triangular cell.
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ered ‘‘transient sub-cells” which will have negligible computer
memory overhead. In a two-dimensional flow, for example, these
sub-cells are quadrilateral which reduces the complexity of sub-
dividing the sampling cell and greatly facilitates particle indexing.
The size of the sub-cells is indirectly controlled by the user, who
inputs the desired number of particles per sub-cell, P. The program
then determines the dimensions of the sub-cell array based on the
number of particles within the cell, Nparts. For example, for a two-
dimensional grid, the number of sub-cells in each coordinate direc-
tion is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nparts=P

p
, rounded to the nearest integer.

Fig. 1 shows the way in which unstructured sampling cells are
divided into sub-cells. As can be seen there may be sub-cells which
are entirely outside the boundary of the sampling cell; however
this has no affect on the collision routine. The concept can be easily
extended to three-dimensional sampling cells. Note that using theffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nparts=P
p

as a guide for the deciding number of sub-cells is not per-
fect for a high-aspect ratio background cell. For example, consider
two triangular background cells with the same area as shown in
Fig. 2. Obviously, it needs a larger domain to cover a ‘‘skewed” tri-
angular background cell (Fig. 2b) than a ‘‘regular” triangular
(Fig. 2a). Suppose both of these cells have the same simulation par-
ticles (e.g., 50) and the total number of sub-cells is the same based
on the estimation as proposed in the paper (

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nparts=P

p
). If the par-

ticles are randomly distributed within the background cell, then
the ‘‘skewed” triangular background cell will have more simulation
particles. This becomes even worse when the aspect ratio of the tri-
angular cell increases. However, appearance of triangular cells hav-
ing high-aspect ratio could be reasonably prevented during the
process of mesh generation. We have prepared a simple code to
check the generated mesh if the aspect ratio of any cell exceeds
some acceptable value (e.g., 2.5). Or we can use smaller value of
P (=1–2) to obtain more accurate data, which will be shown later.
Smaller P tends to provide more accurate simulation but higher
computational cost since more sub-cells are needed. This is a
trade-off between accuracy and computational time that a user
has to keep in mind. In the present paper, we have employed
P = 2 throughout the study.

During the collision routine, the collision procedure is pro-
cessed cell by cell. The first particle is chosen at random from some
point within the whole sampling cell. The sub-cell in which the
particle lies is then determined and if other particles are in the
same sub-cell then the second collision partner is selected from
these particles. If the first particle is alone within the sub-cell, then
adjacent sub-cells are scanned for a collision partner. These sub-
cell routines ensure the collision partners are closely spaced, even
within under-resolved sampling cells, with a minimal computa-
tional and memory overhead.

Particles are also prevented from colliding again their last colli-
sion partner [23]. The basis of this is that collision between parti-
cles which just collided with each other is unphysical, since the
Sub-cell which 
will be empty 

Sampling cell 
boundary 

Sub-cell 

Fig. 1. Schematic showing the division of an unstructured sampling cell into sub-
cells using the transient adaptive sub-cell (TAS) method.
particles must be moving away from each other after the first col-
lision. A minor modification was made to PDSC to prevent particles
colliding with their last collision partner. This involved the creation
of an array in which the last collision partner for every particle is
stored and if the two particles are subsequently chosen for colli-
sion without having collided with any other particle, the collision
is rejected.
3. Code validation

3.1. Steady driven cavity flow

The first validation study involves the simulation of a square
driven cavity flow. Here the simulation domain is bounded on all
sides by diffusely reflecting walls at a temperature of 300 K. All
walls are stationary except the upper wall which moves at Mach
1.1 (354.2 m/s). The cavity is initially filled with stationary argon
gas at 300 K with a Knudsen number based on the cavity dimen-
sions Kn = 0.01, the upper plate is impulsively started and the flow
allowed to reach steady state after which 15,000 time-steps are
sampled every second time-step. Three simulation runs were con-
ducted as detailed in Table 1. In each case the simulations were
conducted on a ten 2.2 GHz AMD processor cluster.

Fig. 3a shows the contours of total temperature for each of the
cases, while Fig. 3b shows the temperature profile through the ver-
tical centreline of the simulation domain. Here cases I and III show
essentially the same results, while case II shows a different result
demonstrating that the use of TAS enables replication of the bench-
mark results with considerably less computational cost (about
1/16 times in this case).

Fig. 4 shows contours of the mcs/mfp ratio for each of the cases.
In the benchmark case (case I), the ratio is maintained below unity.
Note the maximum value was found to be 0.88 near the upper
right-hand corner of the domain, although it is almost invisible
in the plot since the region where it is located is very small. Where
the sampling cells are under-resolved and TAS is not used (case II)
the mcs/mfp ratio is well above unity for most flow regions (max-
imum value: 2.60), indicating that collision partners are frequently
spaced at over one mean free path apart which will result in sim-
ulation inaccuracies. In case III, where the sampling cells are un-
der-resolved but TAS is employed, the ratio is maintained at well
below unity in all regions of the flow (maximum value: 0.72). In
fact, the collision quality in case III is roughly the same as the
benchmark simulation (case I). This demonstrates that the use of



Table 1
Simulation cases for the steady two-dimensional driven cavity flow.

Case TAS function Cell no. Cell size Particles per cell Total particles

I (Benchmark) OFF 400 � 400 Dx � 1/4k 25 4,000,000
II (Non-TAS) OFF 100 � 100 Dx � k 25 250,000
III (TAS) ON 100 � 100 Dx � k 25 250,000
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Fig. 3. (a) Contours of total temperature (K) and (b) the temperature profile through the vertical centreline of the domain for driven cavity flow (Mach 1.1, Kn = 0.01) showing
the effect of employing transient adaptive sub-cells (TAS).
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Fig. 4. Contours of mean collision spacing to mean free path (mcs/mfp) ratio as a measure of collision quality for driven cavity flow (Mach 1.1, Kn = 0.01) for (a) the
benchmark case (case I), (b) the case not employing TAS (case II) and (c) using TAS (case III). An exponential scale is used in every case.

Fig. 5. The sensitivity study of varying P of using transient adaptive sub-cells (TAS).
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TAS enables accurate simulations to be carried out with under-re-
solved sampling cells.

The total simulation time for these three cases were 34,107,
2017 and 2303 CPU-seconds respectively, demonstrating that
TAS introduces a computational overhead of about 15% but is able
to replicate the results of the benchmark case using 1/16th of the
number of simulation particles and sampling cells and about 7%
of the computational expense. This shows the TAS makes the sim-
ulation becomes more efficient.

In addition, a sensitivity study of the desired number of simula-
tors per sub-cell (P) is also proposed here for reference. Fig. 5
shows the temperature profiles of varying P (=1, 2, 6). All the cases
with TAS perform much better than that without using TAS. It also
can be seen that the simulation results with a smaller value of P (=1
and 2) are in better agreement with the benchmark data than a lar-
ger value of P (=6). However, the computational time also increases
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Fig. 6. Geometry used in simulation of hypersonic flow over a two-dimensional
cylinder (not to scale. Note that only primary dimensions are shown for clarity).

Table 2
Comparison of the surface properties for Mach 10 hypersonic flow over a circular
cylinder predicted by various DSMC solvers.

Solver Peak heat flux (W/m2) Total drag (N)

PDSC (without TAS) 44,813 41.90
PDSC (with TAS) 40,888 39.16
DS2V 38,400 39.76
DAC 38,500 39.71
SMILE 39,000 39.76
MONACO 39,319 40.00
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slightly with decreasing value of P, which are 3.02, 2.63, and 2.35 h
for the cases using P = 1, 2, and, 6, respectively. Therefore, users can
choose a suitable valve of P based on their computational resource
and requirement.

3.2. Steady hypersonic flow over a two-dimensional cylinder

A benchmark test for DSMC code recently adopted by Bird [24] is
the Mach 10 hypersonic flow of argon at 200 K over a 12 in. circular
(a)
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Fig. 7. Contours of (a) density (kg/m3) and (b) total temperature (K) for the Mach 10 flow
cells (line). The scale is exponential.
cylinder with a thermally diffuse surface at 500 K and a nominal
free-stream Knudsen number of 0.01, as shown in Fig. 6. This case
was first used by Lofthouse, Boyd and Wright [25] as a comparison
between a Navier–Stokes solver and the MONACO DSMC code.

Bird has compared the results for the cylinder drag and peak
surface heat transfer for his own single processor DS2 V code and
a number of other DSMC codes including Boyd’s MONACO, Ivanov’s
SMILE, NASA’s DAC and his own obsolete DS2G code. Using the re-
sults, he demonstrated that the use of sophisticated DSMC proce-
dures such as nearest-neighbour collisions, cell adaptation and
variable time-steps, can produce accurate engineering results with
a fraction of the computational time of DSMC codes not employing
these procedures.
2210

1687

1288

1687

E-05

1.24E-05

1.90E-05

over a two-dimensional cylinder with (flood) and without transient adaptive sub-
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(TAS) and (b) with TAS. The scale is exponential.

Fig. 10. Pressure coefficient along a hollow cylinder/flare surface.
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In order to benchmark PDSC against the other contemporary
DSMC codes and to assess the effect of TAS, PDSC was used to sim-
ulate the case. The number of cells in the simulation is 9900, with
150 surface elements on the cylinder wall, and the total particle
number peaks at 88,000. The computational times for the simula-
tion with and without TAS are 4371 and 3102 s, respectively. Table
2 shows the peak heat fluxes and drag coefficients predicted by the
solvers listed above along with PDSC with and without TAS. The
PDSC result using TAS shows a close agreement to the other solv-
ers; however none of these solutions can be considered a bench-
mark solution as the way in which the surface properties are
sampled by the other solvers is unclear. The MONACO simulation,
for example, is the most expensive computationally as it employs
the largest number of simulation particles and sampling cells
and, therefore could be assumed to be the most accurate simula-
tion; however as the surface sampling procedures are unknown,
this is not a strong assumption. As has been pointed out by Cave
[17], Bird’s results use 2� surface sampling intervals which effec-
tively smooth the properties at the surface and thus reduce the
peak heat flux value, whereas PDSC samples the surface properties
at the same resolution as the flow field sampling cells. Where a 2�
surface sampling method applied to the PDSC sample (with TAS ac-
tive) the peak heat flux reduces to 39,385 W/m2.

Fig. 7 shows contours of density and total temperature for the
flow over the cylinder with and without TAS, while Fig. 8 shows
a comparison of the collision quality between runs conducted with
and without TAS (other conditions such as the number and size of
the sampling cells remain the same). From Fig. 8 it can be seen that
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Fig. 9. Geometry used in the simulation of hypersonic flow over a hollow cylinder/
flare (dimensions in mm).
employing TAS greatly increases the quality of the collision and
consequently it should increase the accuracy of the simulation re-
sults, at the cost of an increase in computational expense (approx-
imately 40% in this case).

3.3. Steady hypersonic flow over a cylinder/flare

Hypersonic flow over a 30�-hollow cylinder/flare, as shown in
Fig. 9, has been investigated experimentally by Holden [26] and
Fig. 11. Skin friction coefficient along a hollow cylinder/flare surface.



Fig. 12. Heat transfer coefficient along a hollow cylinder/flare surface.
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Fig. 13. Geometry used in simulation of unsteady vortex shedding behind a two-
dimensional cylinder including the sampling points for the components of x-
velocity (S1) and y-velocity (S2). All outer boundaries correspond to free-stream
flow conditions.
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numerically by Wang [27]. As a further test of transient adaptive
sub-cells, PDSC was used to simulate the flow and compare with re-
sults of simulation and ground test. Simulation conditions are listed
as follows. Variable hard sphere nitrogen was used with a free-
stream Mach number Ma1 = 12.4, density q1 = 5.566E�4 kg/m3

and temperature T1 = 95.6 K. The resulting Knudsen and Reynolds
numbers based on the length of the cylinder of 101.7 mm are
8.264 � 10�4 and 6.35 � 104, respectively. The surface of the cylin-
der and the flare are modelled as fully thermally accommodating
Fig. 14. Contours of stream-wise velocity (m/s) at different times for the vortex sheddin
DREAM (right).
diffuse walls at a temperature flat Tw = 297.2 K. A constant rota-
tional energy exchange model is used with a rotational collision
number of Zr = 5. Vibrational energy transfer is neglected due to
the low flow temperatures involved.

In Wang’s simulations [27], the well-known MONACO DSMC
code were used to simulate the hollow cylinder/flare and the dou-
ble cone cases. The cell size he used for was also too coarse for the
flow, especially in the area near the oblique shock. In order to ob-
tain better collision behaviours, a sub-cell scheme with more sim-
ulated particles was utilized to ensure the reasonable collision
g behind a cylinder without TAS (left) with TAS (centre) and after processing with
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pairs selection. In the current simulation, the total cell number is
about 200,600 which is similar to that used in the simulations by
Wang, and 23 million simulated particles are used (compared to
27 million by Wang). Two axisymmetric PDSC simulations were
conducted, with and without the TAS module. Both simulations
used 20 CPUs with the computational time for the TAS simulation
being 40 h, and the non-TAS simulation being 34 h.

Figs. 10–12 show the aerodynamic coefficients along the cylin-
der and flare surfaces from the two simulations. The experimental
data from Holden [26] and numerical data from Wang [27] are also
included for comparison except the experimental skin friction
coefficient is unavailable. In these figures, the hollow square and
solid circle are Wang’s DSMC simulation data and Holden’s exper-
imental results. Fig. 10 illustrates the pressure coefficient and it
shows both the PDSC simulations with and without TAS can obtain
satisfied results by comparing with references. However, there ex-
ists significant difference between simulations with and without
using TAS in skin friction and heat transfer coefficients, which
are shown as Figs. 11 and 12, respectively. As it can be seen, the
simulation with TAS does improve the simulation results even
when the cell size does not meet the DSMC cell criterion.

4. Vortex shedding simulations

Vortex formation and shedding behind bluff bodies is a physical
phenomenon which has been of interest to many researchers over
the last 150 years, during which time there have been have been
extensive theoretical, experimental and numerical investigations.
The vast majority of these studies have been made on liquids or
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with TAS.
gases at continuum levels of density, where effects at the molecu-
lar scale are insignificant. For rarefied gases, vortex formation and
shedding remains an interesting phenomenon; however there are
limited studies in the literature. Meiburg [28] initially investigated
the problem numerically using molecular dynamics and Direct
Simulation Monte Carlo (DSMC) simulations; however, DSMC
failed to resolve the vortex structure possibly due to the collision
cells being far too large. The problem was again investigated by
Koura [29], Bird [30] and Talbot-Stern and Auld [31] for flow over
a flat plate normal to the flow direction, who all found that DSMC
was capable of generating the large-scale unsteady vortices. Tal-
bot-Stern and Auld [31] noted a significant deviation in the shed-
ding frequency to that observed experimentally by Roshko [32]
in the continuum limit and thoroughly investigated parametrically
the effect of their simulation conditions on this frequency. Limited
information on collision quality was provided in these papers.

In this study, sub-cells were employed to investigate their effect
on vortex formation and shedding frequency behind a two-dimen-
sional cylinder of diameter D in subsonic (Mach 0.6) flow. The
Knudsen number based on free-stream conditions was 0.00833,
the flow and cylinder surface temperature was 300 K and flow Rey-
nolds number was 80. The unsteady DSMC sampling technique
developed in Cave et al. [20] was employed to simulate this flow
using an unstructured triangular grid with 49,104 elements and a
time-step of 5 � 10�8 s. The flow was sampled using 100 time-
averaged steps at each temporal point of interest. Fig. 13 shows
the simulation geometry and the point behind the cylinder where
the sampling of the local components of flow velocity was carried
out (4.5 D downstream of the centre of the cylinder).
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Fig. 16. Contours of vorticity (s�1) at 0.1055 s for the vortex shedding behind a cylinder using transient adaptive sub-cells (TAS) and after post-processing by DREAM.
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The Strouhal number and drag coefficient determined when
TAS were employed were found to be 0.172 and 0.56, respectively.
The values determined experimentally by Roshko [32] are 0.156
and 0.75, respectively. The reduction in drag coefficient is thought
to be largely due to the experimental results being conducted in
continuum conditions, whereas in the simulations the Knudsen
number is in the range where significant velocity slip occurs
around the cylinder. The simulation which did not employ TAS
exhibits only slight periodic disturbances and it is difficult to deter-
mine a value for the Strouhal number.

Fig. 14 shows contours of the stream-wise component of veloc-
ity at several instants in the flow for the simulations with and
without TAS. The data is also shown after post-processing using a
modified DSMC Rapid Ensemble Averaging Method (DREAM)
which was developed by Cave et al. [20]. In the modified version,
the new particle data is generated using the original phase-space
data rather than a Maxwell–Boltzmann velocity distribution. The
plots clearly show that the magnitude of the fluctuations is consid-
erably greater when sub-cells are employed. The reason for this is
that the employment of sub-cells ensures that vorticity is pre-
served to the scale of the sub-cells rather than only the sampling
cells. Post-processing using DREAM results in a reduction in the
statistical scatter in the results.

Fig. 15 shows the normal and perpendicular components of
velocity sampled behind the cylinder for the simulations with
and without TAS. When sub-cells are employed these fluctuations
for y-component velocity increase to a magnitude of approxi-
mately ±100 m/s whereas when sub-cells are not employed these
fluctuation are greatly reduced (±30 m/s), are more irregular, do
not build in magnitude, and can be attributed to random noise in
the simulations.

Fig. 16 shows contours of vorticity around the cylinder for sev-
eral time instances. Here the data has been post-processed using
DREAM. The maximum vorticity occurs on the surface on the cyl-
inder, due to large velocity difference between free-stream and
the surface slip velocity, and is approximately 35,000 s�1, although
it is almost invisible in the plot since the region where it is located
is very small.
5. Conclusions

A transient adaptive sub-cell technique appropriate for unstruc-
tured grids was proposed and implemented in the parallel-DSMC
code (PDSC). Verification simulations of steady driven cavity flow,
steady hypersonic flow over a two-dimensional cylinder, hyper-
sonic flow over a cylinder/flare, and vortex shedding behind a cyl-
inder show that the method is capable of reproducing benchmark
results with greatly reduced computational expense, increases the
accuracy of simulations by increasing the collision quality and pre-
serves vorticity at the scale of the sub-cells. These procedures
greatly enhance the capability of the PDSC code, enabling simula-
tions to be conducted with under-resolved sampling cells. The
method allows the range of parallel-DSMC simulations to be ex-
tended to unsteady, near-continuum flows and provides the basis
of a virtual mesh refinement (VMR) technique which is currently
under development.
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