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ABSTRACT

The classical Rough Set Theory (RST) always generates too many rules, making it difficult for decision
makers to choose a suitable rule. In this study, we use two processes (pre process and post process) to
select suitable rules and to explore the relationship among attributes. In pre process, we propose a prun-
ing process to select suitable rules by setting up a threshold on the support object of decision rules, to
thereby solve the problem of too many rules. The post process used the formal concept analysis from
these suitable rules to explore the attribute relationship and the most important factors affecting decision
making for choosing behaviours of personal investment portfolios. In this study, we explored the main
concepts (characteristics) for the conservative portfolio: the stable job, less than 4 working years, and
the gender is male; the moderate portfolio: high school education, the monthly salary between
NT$30,001 (US$1000) and NT$80,000 (US$2667), the gender is male; and the aggressive portfolio: the
monthly salary between NT$30,001 (US$1000) and NT$80,000 (US$2667), less than 4 working years,
and a stable job. The study result successfully explored the most important factors affecting the personal
investment portfolios and the suitable rules that can help decision makers.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Real-world data may consist of incomplete and inconsistent
information. We can process uncertain and/or incomplete informa-
tion when the information is discovered knowledge. Data pre pro-
cessing techniques can improve the quality of the data, accuracy,
and the efficiency mining process. Since quality decisions must
be based on quality data, data pre processing is an important step
in the knowledge discovery process. Data mining [35] generates
decision rules that can provide business managers with informa-
tion about the competition in the market.

Research concerning attitudes towards personal wealth has in-
creased in recent years. A well-designed financial plan can help
customers achieve good asset allocation and meet their needs.
However, few papers have been published on the topic of personal
investment portfolios. The most important paper to submit the
idea of the choice of portfolio was Markowitz, in 1952 [13]. The
personal investment portfolio has been applied to many fields,
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such as the behavior of financial services consumers [7], manage-
ment of personal finances [17], retirement plans [6], and the
assessment of the impact of customer satisfaction and relationship
quality on customer retention [8]. In the paper of Keng and Hwa
[10], they propose the residential property as an important compo-
nent in a household’s overall wealth.

The personal investment portfolio belongs to human knowledge
which is a natural language. The natural language (or ordinary lan-
guage) describes as general-purpose communications including
speech, writing, or sign language for human in Wikipedia. Machine
learning techniques are used to deal with uncertain data in natural
language processing. The statistical natural language processing is
mainly technology used for machine learning and data mining
which both are fields of artificial intelligence.

The fuzzy set and the rough set theories are particularly ade-
quate for the analysis of various data types, especially dealing with
inexact, uncertain or vague knowledge. From a computational per-
spective, this study proposed the Rough Set Theory (RST), which is
a rule-based decision-making technique that was developed by
Pawlak [14]. Numerous applications of RST are presented in vari-
ous scientific domains which have more details in the next section.

RST was used to analyze data contents and data features in this
study. The results of RST are presented in the form of classification
or decision rules derived from a set of data. It is also presented in
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the form of “if..., then...” decision rules which seems to be more
understandable for decision support.

The rule selection indices are the support objects of a rule, the
compact of a rule, and the accuracy of a rule. It is a useless deci-
sion rule with only one support object due to decrease of the deci-
sion precision. Too many unqualified rules will decrease the
decision precision. RST generates many rules and some of them
have the same strength rate and the same number of support ob-
jects. These factors make it very difficult for decision makers to
choose suitable rules. This study set up a pruning process which
is the support object as a user-defined threshold. In this study
we set up a decision rule with only one support object as thresh-
old. This threshold can help to select the suitable rules in order to
solve the problem of too many decision rules and to improve the
decision precision.

Decision rules are the major information source for decision
makers to do the data analysis. However, to explore the knowledge
among rules is not an easy way. In this study we used formal con-
cept analysis (FCA) to aggregate the suitable decision rules to pro-
vide the prior information for decision makers. The lattice diagram
was provided by the FCA in order to gather the decision rules, to
construct the concept and to explore the relationship among attri-
butes. The FCA provides the mathematical theory, which belongs to
algebra and is a branch of lattice theory.

The FCA is a theory of data analysis that constructs the concep-
tual structures among data sets. It was introduced by Wille [4] and
has since grown rapidly. The FCA is a duality notion that can often
be observed between two types of items that relate to each other in
an application, such as objects, and attributes, or documents and
terms. Conceptual relationships are discussed by the data matrices
(contexts) formed by attributes and objects. Another, a mathemat-
ical model allows us to study mathematically the representation of
conceptual knowledge.

In RST, the data for analysis are described by information sys-
tem (U,A,R), which corresponds to the formal context in FCA and
consists of universe U, attributes set A, and the relation R between
U and A. RST and FCA are two complementary mathematical tools
for data analysis. Knowledge processing and data analysis always
uses concepts to elaborate interpretations of given data and
information.

In this study, we use two steps to perform the data analysis. The
first step is pre process, which focuses on the problem of many
decision rules, and sets up a rule threshold using the support object
of a rule to reduce the number of rules. The main purpose is to find
the suitable rules. The second step is post process, which creates
additional values on those suitable rules by the FCA in order to find
the relationship among attributes and to construct the conceptual
structures among data sets. One of the greatest benefits is that the
decision maker can have a first insight before data analysis. The
complete process steps are shown in Fig. 1.

For this study, a questionnaire was designed to investigate per-
sonal investment portfolios, using real cases of investors in Taiwan
as the basis of the empirical study. The questionnaire considered
the factors affecting decision making, such as gender, age, the
number of family members, monthly income [7,17], and partici-
pants’ basic data (such as Marriage Status, Education, Number of
Working Years, Professional Status), which may serve as a basis
for understanding their needs.

The results of the study identify three types of personal invest-
ment portfolios: a conservative portfolio, a moderate portfolio, and
an aggressive portfolio. The main general concepts (characteristics)
of investors who choose conservative portfolios are having a stable
job, low working years, and male; investors who have aggressive
portfolios have a higher income and more working years; investors
who have moderate portfolios are usually high school-educated
and male. More details are presented later.

Pre process
RST rules Post
process
Reduct Formal
concept
Rule analySlS Additional value
threshold
generate
Attribute Conceptual
Suitable relation structures
rules

Fig. 1. Study process steps.

In this study, the most important factors affecting the personal
investment portfolios were the job type (stable or non-stable), the
monthly salary, and education, which carried the greatest affects
on the conservative portfolio, moderate portfolio and aggressive
portfolio, respectively.

The remainder of this paper is organized as follows. Section 2
describes the concepts to be used in this study. In Section 3, a real
case of personal investment portfolio is presented to show the pro-
cess of this study. In Section 4, we present our conclusions.

2. Concepts about this study

In this section, we briefly introduce RST and FCA, which are
used in analyzing the personal investment portfolio. In Section
2.1, the RST is described. In Section 2.2, the FCA is presented.

2.1. Rough set theory and background

RST is a tool for processing uncertain and incomplete informa-
tion; in this theory, the lower and upper approximations of an arbi-
trary subset of universe U are the basic operators. In 1982, Pawlak
designed RST as a tool to describe the dependencies between attri-
butes, evaluate the significance of the attributes, and deal with
inconsistent data. Both fuzzy set theory [28] and RST are used with
the indiscernibility relation and perceptible knowledge. The major
difference between them is that RST does not need a membership
function. A detailed discussion of RST can be found in Walczak and
Massart [23]. RST has been applied to the management of a num-
ber of issues, including medical diagnosis, engineering reliability,
expert systems, empirical study of insurance data [20], machine
diagnosis [29], business failure prediction [1], activity-based travel
modelling [25], and data mining [2,9,21,34]. Another paper dis-
cusses the preference-order of attribute criteria needed to extend
the original RST, such as sorting, choice, and ranking problems [5].

RST applies the indiscernibility relation and data pattern com-
parison based on the concept of an information system with indis-
cernible data, where the data is uncertain or inconsistent. The data
is grouped into classes called elementary sets. More detailed infor-
mation regarding attributes can be found in the works of Swiniar-
ski and Skowron [22] and Polkowski [18]. The objects in a class
may have a relationship with the corresponding features/attri-
butes, and expert knowledge is used to process attribute extrac-
tion. Each elementary set is independent of the others. We can
extract knowledge from each elementary set used in the real
world.

In this section, we will discuss topics, such as the indiscernibil-
ity relation, classification, set approximation, reduct and core attri-
bute sets, and decision rules related to RST.



588 J.-Y. Shyng et al./ Knowledge-Based Systems 23 (2010) 586-597

2.1.1. Indiscernibility relation and classification

An information system QM is a 4-tuple QM = (U,A,V, p), where U
denotes the universal object sets of QM (a finite set of objects,
U= {xq,Xo,...,X,}) and A represents the set of attributes (features,
variables). Assumed A consists of attributes ay, a,, as. V, represents
the value of attribute a, then V = U,4Va is a set of values of the
attributes.

Let p:U x A — V be a description function such that p(x,a) € Va
for each a € A, x € U, where px is the description of x in QM [16].

The attribute sets in an information system consist of the set
of condition attributes (denoted as CA) and the set of decision
attributes (denoted as DA), where the information system is
called a decision table. A typical decision table is illustrated in
Table 1.

IfY={X,Xa,...,Xn}is a family of non-empty sets (classification)
that X; C U, Xi#0, XinXj=0 for i##j, i, j=1,2,....m and
um,X; = U.

Let B be a subset of A. The indiscernibility relation include by B,
IND(B), is defined to be IND(B)={(x1,x2) | p(xq,a)=p (x2,a)Vac
B,x1,x, € U}. The set of objects having the same values on B is called
an elementary set, and the process is called classification.

2.1.2. Set approximation

If some subsets of objects cannot be distinguished in terms of
the available attribute, then they can only be roughly defined.
We can classify rough sets into pair approximation sets; one is
the lower approximation of set X and the other is the upper
approximation of set X.

Let any subset X C U, B be an equivalence relation and x; be ex-
pressed objects x1, Xa,. . ., X, Where i was 1 to n. For any element x; of
U, the equivalence class of x; in relation IND(B) is represented as
[x;]IND(B). RX = {x € U:[x;]IND(B) C X} represents the lower approx-
imation. The upper approximation expressed as RX = {x € U : [x{]
IND(B) N X#(}. BndB(X) = RX — RX was the boundary region of X
that the objects were inconsistent or ambiguous. If a family
Y ={X1,X5,...,.Xn} of non-empty sets (classification), then R Y =
{RX{,RXs,...,R X} and RY = {RX;,RX,,...,RXn}, were also called
the R-lower and R-upper approximation of the family Y,
respectively.

2.1.3. Reduct and core attribute sets

In an information system, some attributes may be redundant
and useless. If those redundant and useless attributes are removed
without affecting the classification power of attributes [15], we can
call them the superfluous attributes. Assume Q C B is a reduct of B.
If IND(Q)=IND(B) and Va € Q, IND(Q) # IND(Q — {a}). Let RED(B)
denote the set of all reducts of B which affects the process of deci-
sion making that is a minimal set of attributes. The core of B is
COR(B) = NRED(B) in which they are the most important attributes
in the decision-making process. Applying the reduct set to the
model, we can induce the decision rules.

Table 1
Decision table (example).

Object #

B
o
I\
&

X1
X2
X3
X4
Xs
X6
X7
Xg
X9
X10

WN =, WNN R~ W=
N = W W= N = NN
N o= o= = NN W= ==
= e N= S NN=R, NN = A

2.1.4. Decision rules

Given an attribute space A= (CA,DA), where CA is condition
attribute set and DA is the decision attribute set; assume CA # 0,
DA # (), then DAN CA =0 and DA U CA = A, which are the elements
of the decision table. This assumes an indiscernibility relation
IND (DA). Objects that have the same IND (DA) are grouped to-
gether and called decision elementary sets (decision classes).

The syntax of the rule is as follows:

If fix,a;) and f(x,a;) and. .. and f(x,ay), then x belongs to ds; or
ds, or ds,, where {a;,a,,...,a;,} C CA are condition attributes and
{dsy,ds,,...,ds,} C DA are decision classes.

According to Pawlak [16], a decision rule in QM is expressed as
® - ¥, where ® and W are conditions and decisions of the deci-
sion rule, respectively (read as: if ® then W). There are three mea-
surements for decision rules, the first one is the accuracy of a rule,
which means the rule fitting a specific class in which the class
should not cover objects of other classes. The second measurement
is the support of a rule, which means a good rule fitting a specific
class should be supported by most of objects of the same class. The
third measurement is the compact of a rule, which means the less
the number of attributes is being used is the better of the rule
[11,14].

The strength of the decision rule ® — ¥ in QM is expressed as:

oom(®, ¥) = sup pQM(®, ) /card(U).

This implies that a stronger rule will cover more objects and that
the strength of each decision rule can be calculated in order to de-
cide the appropriate rules.

The support of the rule ® - W in QM can be expressed as:

suppom(®,¥) = card(|]| ® AW ||qm), where card(U) is the cardi-
nality of set U. The number of suppou(®,¥) means the number
of object covered in a specific rule.

In this study, the formal concept analysis was used to gather
decision rules and to analyze the relationship between rules. The
next section contains the detail of the concepts. The relative
decision rules for Table 1 are shown in Table 2. A general form
expressed the I'th rule for the decision class d as R%.

2.2. Formal concept analysis and background

The purpose of FCA is to support the user in analyzing and
structuring a domain of interest. It is an important mathematical

Table 2
Decision rules.

Rule # Decision Meaning Strength Strength ~ Accuracy
class (support) rate (%) rate (%)
object

R 1 1 If(ci=1)& Xx1,X4 33.33 100
(c2=2)
thend=1

R'? 2 1 If (c;=3) X6, X7 33.33 100
thend=1

RES 3 1 If(c1=2)& X9 16.67 100
(c2=2)
thend=1

RES 4 1 If(c1=3)& X0 16.67 100
(c2=1)
thend=1

R>! 5 2 If(c1=1)& Xx3,Xs 50.00 100
(c2=1)
then d =2

R?? 6 2 If(ci1=3)& x; 25.00 100
(c2=2)
then d =2

R?3 7 2 If(c1=2)& x5 25.00 100
(c2=1)
thend=2
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tool for conceptual data analysis and knowledge processing. FCA
has been applied to the management of a number of issues, such
as linguistics, software engineering, artificial intelligence, environ-
mental databases [32] and information retrieval. The work of Priss
[19] contains an overview of FCA in information science. Because
different concepts are semantically close, there is a method of mea-
suring the similarity of FCA concepts presented in Formica’s work
[3]. Some studies related to RST, such as Liu et al. [12], proposed a
reduction of the concept lattices based on RST, a kind of attribute
and object reduction method for the concept lattices and concept
lattices in RST [27].

A rich experience with lattices of concepts has revealed a great
variety of applications, mostly supported by graphical representa-
tions. Concept lattices can be used for hierarchical classification of
objects, representation of the implicational logic of given attri-
butes, construction of concept sequences, identification of objects,
recognition of conceptual patterns, aggregation of data and infor-
mation, and the representation and acquisition of knowledge.

2.2.1. The concept of FCA

The data for analysis are described by formal context (U,A,R) in
FCA which consists of universe U, attributes set A and relation
R € U x A. The formal context can be represented by a cross table
called a context table. In RST, the data for analysis are described
by information system (U,A,R), which corresponds to the formal
context in FCA and consists of universe U, attributes set A, and
the relation R between U and A.

In FCA, the formal concept and the concept lattice are two cen-
tral issues. A formal concept consists of the set of objects and the
set of attributes. The set of objects of a formal concept is called
its “extension,” and the set of attributes is called its “intension.”
For a given formal context, the extensions and intensions are un-
iquely defined and fixed for the formal concepts. FCA is based on
a set-theoretic model for (formal) contexts, from which concepts
and conceptual hierarchies can be formally derived. A basic result
is that the formal concepts of a formal context are always form the
mathematical structure of a lattice with respect to the subconcept-
superconcept relation [24]. The relations can be expressed by a lat-
tice diagram. From the diagram, we can derive concepts, implica-
tion sets, and association rules based on the context table.

Statistics and concept analysis complement each other in the
field of information science, such as the mathematical lattices that
are used in FCA and can be interpreted as classification systems.
Formalized classification systems can be analyzed according to
the consistency of their relations.

The subconcept-superconcept relation defines an orderly con-
cept relation of all formal concepts in a formal context. All edges
in the line diagram of a concept lattice represent subconcept-
superconcept relations. The extension of the subconcept is con-
tained in the extension of the superconcept, which is equivalent
to the relationship that the intension of the subconcept contains
the intension of the superconcept.

Table 3 is the context table converted by the decision rules for
decision class 1, the elements on the left side are objects, the ele-

Table 3
Context table by the decision rules for decision class 1.
Objects (rule #) Attributes
€ C2
C11 C12 C13 C21 C22 C23
R"! 1 X X
RY? 2 X
R'3 3 X X
R4 4 X X

{ell,cl2,c13,c21,c22,c23}

€22
c21
| c23 [c12 c11 c13
; " [
{1,234}

Fig. 2. The lattice diagram of the decision rules for decision class 1 as example.

ments at the top are attributes, and the relation between them is
represented by the cross. It converts the attributes, which are rep-
resented in the decision rules, into a binary value form, and the
cross mark (x) is expressed as 1 and the blank is expressed as O.
Hereafter, we denoted the rule number as object number. The ori-
ginal decision table and decision rules are shown in the Tables 1
and 2, respectively. Based on the formal context, we can construct
formal concepts that form a concept lattice. Fig. 2 is the lattice dia-
gram for the decision rules of decision class 1.

The nodes in Fig. 2 represent formal concepts. If the attribute
concepts having c,,, ¢12 and c¢;; form two concepts, one concept
consists of object 1 and attributes cy;, c;;, expressed as
({1},{c22,c11}); while the other concept consists of object 3 and
attributes ¢y, 12, expressed as ({3},{c22,c12}). The superconcept
is ¢ and the subconcepts are ¢, and cq;. The attribute concept
Cy> as intension can follow the lines down to find other subcon-
cepts. In addition, the concepts having objects 1 and 3 as exten-
sions can follow lines up to find the superconcepts which are
shared by them. In Fig. 2, lines up can find more general concepts,
and lines down can find more specific concepts [26].

The subconcept-superconcept relation is transitive, meaning
that a concept is the subconcept of any concept that can be reached
by travelling upwards from it. As such, attribute cy; is inherited by
all its subconcepts, such that the attributes c;; and ¢y, imply cz».
Fig. 2 summarizes the data and explores the concepts from the
context table based on the Table 3. In this study we can find the ob-
jects 1 and 3 shared by the same attribute c,. The relations for the
set of objects {1,3} and the set of attributes {cy;,ci2,c11} are
“closed,” because one cannot enlarge the attribute or the object
sets. A pair of a set of objects and a set of attributes that is closed
in this manner is called a “formal concept.” Thus, the set of objects
{1,3} and the set of attributes {cy,¢12,¢11} form a formal concept
with the extension {1,3} and the intension {c3,,¢12,¢11}. There are
more details of a personal investment portfolio empirical case
about FCA presented in the Section 3.

3. An empirical case of personal investment portfolios

The questionnaires were distributed to investors in the North
and Northeast districts of Taiwan. Data was collected based on
nominal and ordinal scales. There were 200 valid questionnaires
from a total of 221 received. The percentage of valid questionnaires
is 90%. Among the valid respondents, there were 108 females and
92 males.
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3.1. Problem description

For the given information system QM, expert knowledge is used
to process attributes for extraction. There are nine attributes: eight
condition attributes, namely Age (c;), Gender (c;), Marriage (c3),
Number of Children (c4), Education (cs), Number of Working Years
(cs), Professional Status (c;), Monthly Salary (cg); and one decision
attribute, namely the portfolio type representing the various
investment portfolios. The relative details of survey data portfolio
types are cited from the FSBT paper [33]. After a reduct process
was applied to the condition attributes, we labelled the reduct
attribute set as cy, ¢, c3, Cs, Cg, C7, Cg. The attribute ¢, was superflu-
ous and was therefore eliminated [33]. The core attribute set was
the same as the reduct attribute set. The original attribute specifi-
cation is detailed in Table A.1 of Appendix A.

3.2. Process of this study

In this study, the empirical process is divided into two parts.
The first part was pre process, which used the support object of a
rule as user-defined threshold to prune the rules generated by
the ROSE2 [30]. The second part was post process, which used
the FCA to aggregate the suitable rules selected from pre process.
The post process output the attribute relationship, which helped
the decision maker to perform a priori predictions.

3.2.1. Result of the pre process

There are three decision classes - decision class 1, decision class
2, and decision class 3 - which expressed different portfolio types:
the conservative portfolio, moderate portfolio and aggressive port-
folio, respectively. Here, decision class 1 was selected as an exam-
ple in this section.

In this study, 67 rules were generated by ROSE2. The decision
rules are shown in Table B.1 in Appendix B. The decision rules
numbered from 52 to 67 are approximate rules, which mean that
the rule did not belong to a specific decision class and may overlap

Table 4
The information of decision rules after threshold process.
Decision # of rule Rule’s # of # of rules
class # - threshold unsatisfied in
rules Approximate total . .
rules in threshold  experiment
support rules
object #
1 13 12 25 1 13 12
14 12 26 1 14 12
3 24 10 34 1 18 16
Table 5

Context table for decision rules of decision class 1 as example.

more than one decision class. However, too many decision rules
impede decision making. In this study, the support object of a rule
was set as the user-defined threshold in a pruning process to re-
duce the rule amount, in order to improve the data analysis. The
user-defined thresholds mean to set a rule removing out those
unqualified rules. Table 4 shows the details of the number of deci-
sion rules for each decision class after pruning process. Based on
the survey results, we identified the following types of personal
investment portfolio holder:Conservative: (1) a stable job, (2) male,
(3) married, (4) between 10 and 14 working years experience;
Aggressive: (1) female, (2) married, (3) a college graduate; Moder-
ate: (1) male, (2) married, (3) a service job, and (4) monthly salary
between NT$30,000 (US$900) and NT$80,000 (US$2424). More rel-
ative details about the three portfolio types of survey data are cited
from the FSBT paper [33].

3.2.2. Results of the post process

Table 5 is the context table, which converted 12 rules of deci-
sion class 1 representing the attributes in the rules into a binary
form, with the cross mark (x) expressed as 1 and the blank ex-
pressed as O.

The Java-based opensource ConExp [31] program was used in
this study. It generated the lattice diagram, and is shown in
Fig. 3. The formal concept tool also outputs the association rules
and implication sets to aid decision making.

3.3. Discussion and implications

In Fig. 3, the concepts are more general when the lines draw up,
and the concepts are more specific when the lines draw down. The
details of the decision class 1 (conservative portfolio) results will
be presented in Section 3.3.1, followed by the details of the moder-
ate portfolio and aggressive portfolio in Sections 3.3.2 and 3.3.3,
respectively.

3.3.1. Conservative portfolio

The FCA can do the data classification. However, data was al-
ready classified in this study. The purpose of this study is to use
the FCA to aggregate rules and to diagnose the relationship among
attributes belonging to the rules in the specific class. From the lat-
tice diagram (Fig. 3), association rules and implication sets (Table
C.1) generated by the ConExp program can retrieve general infor-
mation, such as: (1) the monthly salary between NT$30,000
(US$1000) and NT$80,000 (US$2667) (cs2) may have 5-9 working
years (Cgy), i.e. (Cg2 = Cs2); (2) a person with high school education
(cs2) may be under 29 years old (c;1) and have less than 4 working
years (Cg1), i.e. (Cs2 = €11, Ce1); (3) some persons with 10-14 work-
ing years (cg3) may be male (c3;), i.e. (cg3 = C23); and (4) a person

Rule # Age (c1) Gender (c3) Marriage (c3) Education (cs) Working years (cg) Prof. (¢7) Monthly Salary (cg)
C11 C12 C21 C22 C31 C32 Cs1 Cs2 Ce1 Co2 Ce3 71 C72 Cg1 Cs2

1 X X X X

2 X X X

3 X X X X

4 X X X

5 X X X

6 X X X

8 X X X X

10 X X X

52 X X X X

53 X X X X

54 X X X X X

55 X X X X

Frequency 4 2 1 4 4 1 2 2 4 5 2 4 2 5 3




J.-Y. Shyng et al. / Knowledge-Based Systems 23 (2010) 586-597 591
cy1: age under 29; c,: age between 30 and 39; ¢,;: female; c,y:male; c3,: single; c3;, :marry; ¢s;: under
junior high school; cs,: high school; cg;: under 4 working years; cg: 5 to 9 working years; cg3: 10 to
14 working years; c;;: stable job; cs.:service job; cg: monthly salary under NT$30,000; cg,: monthly
salary between NT$30,001 and NT$80,000;
Fig. 3. Lattice diagram for decision rules of decision class 1.
Table 6
Implication relation between attributes for class 1 as example.
Imply (superconcept)  cg3 C31 Co1 Cs2 C11 C32 71 C22 C72 Cg1 Ce2 Ci2 Cg2
(subconcept) C32 €1, Ce2 €71, C81"2 €11, Ce1'2  C52™2 €22,€71 Ce1, C81"2  Ce3"2 C11,C2 €11, G2 Cs2*3 Ce2, €31, Cg2  C12, C22
€22, €71 €11, €71 C52"2 C21 C21 C32 C32 Ci1, €81 €12, C61 €31, C81 (22, (31 C12, €31
Ce2, g1 C21 C31, C61 C31, C61 C12, Ce1 C11, €72 Cs1, C61 C12, €22 (22, Ce2 C22, €31
C12, G2 C11, C71 C11, €71 C31, €71 C31, C61 C11, C81 C12, €71 C12,031 C12, C62
€12, G2 C12, €71 €71, €31 €22, €72 Cs1, Co1 C72, C81 Cs1, €71 C22,031 €22, Ce2
C22, G2 €31, C71 Ci3 C72, Cg1 Cs1, Ce1 Ce2, C31,C82 Ci1, €72 Cs1, Ce2
Cs1, €71 C21 C12, C81 C12, (31 €22, C72 Ce2, C72
C12, Cg1 Ci1, €71 Cs1, Cg1 C12, Ce2
Cs1, Cg1
Frequency 3 12 18 14 11 2 16 16 4 14 12 7 14
having less than 4 working years (cg;) and monthly salary under
NT$30,000 (US$1000) (cg;) may have a stable job (c7,), i.e. (Cs1,
Cg1 = C71). Table A.1

From the higher frequency of the sub-attribute in Table 5, we
can find the main characteristics of each attribute for conservative
portfolio, such as a stable job, single marital status, monthly salary
under NT$30,000 (US$1000), unspecified education level, between
5 and 9 working years, an age under 29 and gender is male.

Table 7

The most important factor for portfolio.

Portfolio

Most important factor

Following by

Conservative

Moderate

Aggressive

the stable job (c1), working
years under 4 years (cg1),
male (c33)

High school education (cs5),
salary between NT$30,001
(US$1000) and NT$80,000
(US$2667) (cs2), male (c22)
The salary between
NT$30,001 (US$1000) and
NT$80,000 (US$2667) (Cs2),

under 4 working years (cg1),

and a stable job (c71)

The salary under NT$30,000
(US$1000) (cgy), age under
29 years old (c11), and a
single person (c31)

Under 4 working years (ce1),
age between 30 and 39 years
old (c12) and a stable job (c71)

Age between 30 and 39 years
old (c12), and a single person
(€31)

Attribute specification for the personal investment portfolios analysis.

Attribute
name

Attribute values

Attribute value
sets

Condition attributes

Age (c1)
Gender (c3)
Marriage
(c3)
Having
children
(ca)
Education
(cs)
Working
years
(¢e)
Professional
(¢7)
Monthly
salary

(cs)

<29; 30-39; 40-49; 50-59; 60 ~
Female; male
Single; marry; divorce; others

Yes; no

Under junior high school; high school;
college; university; graduate school

Under 4 years; 5-9 years; 10-14 years; 15—
19 years; 20-24 years; 25-29 years;

30 years~

1-6 (categorized according the insurance
industry’s listed profession)

Under NT$30,000; NT$30,001-NT$80,000;
NT$80,001-NT$120,000; NT$120,001-
NT$200,000; NT$200,001~

Decision attributes

Portfolio
type (d)

Conservative; moderate; aggressive

{1,2,3,4,5}
{12}
{1,2,3,4}

{1,2}

{1,2,3,4,5}

{1,2,3,4,5,6,7}

{1,2,3,4,5,6}

{1,2,3,4,5}

{1,2,3}
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Table B.1
Original rules generated from ROSE2.

Rule 1. (c2=2) & (c3=2) & (c6 =3) & (7 = 1) = (d = 1); [5,5,6.49%,100.00%][5,0,0] [{2,41,110,116,145},{},{}]
Rule 2. (c3=1) & (c6=2) & (c8 = 1) = (d = 1); [2,2,2.60%,100.00%][2,0,0][{57,109},{},{}]

Rule 3. (c5=1) & (c6=1) & (c7=1) & (c8 = 1) = (d = 1); [4,4,5.19%,100.00%][4,0,0][{22,40,118,154},{},{}]
Rule 4. (2 =2) & (c6=3) & (c8 = 1) = (d = 1); [2.2,2.60%,100.00%][2,0,0][{145,189},{},{}]

Rule 5. (c1=1) & (c3=1) & (6 =2) = (d = 1); [3,3,3.90%,100.00%][3, 0,0][{109,195,198},{},{}]

Rule 6. (c5=1) & (c6=2) & (8 =2) = (d = 1); [2,2,2.60%,100.00%][2,0,0][{45,135},{},{}]

Rule 7. (c6=2) & (c7=2) & (¢8 = 1) = (d = 1); [1,1,1.30%,100.00%][1,0,0][{95},{},{}]

Rule 8. (c1=2) & (c6=1) & (c7=1) & (c8 =1) = (d = 1); [3,3,3.90%,100.00%][3,0,0][{27,118,200},{},{}]
Rule 9. (c2=1) & (c5=2) & (¢8 =5) = (d = 1); [1,1,1.30%,100.00%][1,0,0][{193},{},{}]

Rule 10. (6 =2) & (c7 =2) & (c8 = 2) = (d = 1); [3,3,3.90%,100.00%][3,0,0][{45,180,195},{},{}]

Rule 11. (c1=5) & (c5=1) = (d = 1); [1,1,1.30%,100.00%][1,0,0][{144},{},{}]

Rule 12. (c1=3) & (c2=1) & (c5 = ) (c6=2)= (d=1); [1,1,1.30%,100.00%][1,0,0][{114},{},{}]
Rule 13. (c2=1) & (c6=1) & (c7 =2) & (c8 =2) = (d = 1); [1,1,1.30%,100.00%][1,0,0][{18},{},{}]
Rule 14. (c1=2) & (c8 = 4) = (d [ 1,1.79%,100.00%][0,1,0][{},{60},{}]
Rule 15. (c1=4) & (c2=1) (c ):s( =2); [1,1,1.79%,100.00%][0,1,0][{},{150}, {}]
Rule 16. (c1 = 4)&(c3 2) & (5= 2)&(c6 4)& (c7=1) & (8 =2)= (d=2); [1,1,1.79%,100.00%][0,1,0][{},{158}, {}]
Rule 17. (c1=3) & (c3=1) & (c6=4) = (d =2); [1, 1 1794 100.00%][0,1,0][{},{108},{}]
Rule 18. (c2=2) & (c6=1) & (c7=2) & (c8=2) = % [3.3,5.36%,100.00%][0,3,0][{},{6,96,112},{}]
Rule 19. (c1=2) & (2=1)& (c3=1) & (c6=1) & (c7 1) (d =2); [2.2,3.57%,100.00%][0,2,0][{},{43,172},{}]
Rule 20. (c2=1) & (c5=1) c7—1)&(c8=2):>(d 2) [2,2,3.57%,100.00%][0, 2, 0][{}, {42,142}, {}]
Rule 21. (c5=2) & (c6=2) & (c7=1) & (8 =3) = % [2,2,3.57%,100.00%][0,2,0][{},{48,197},(}]
Rule 22. (c1=3) & (c6=4) & (c7=2) = (d =2); [22357/1000041[0201[{} {62, 190}, {}]
Rule 23. (c2=2) & (c5=3) & (c8 = 5) = (d = 2); [1,1,1.79%,100.00%][0,1,0][{},{50}, (}]
Rule 24. (¢ ]—3)&(c5 2) (c8=1)= (d=2); [3,3,5.36%100.00%][0,3,0][{},{136,152,190},{}]
Rule 25. (c1=2) & (c3=2) & (c6 =4) = (d = 2); [1,1,1.79%,100.00%][0,1,0][{},{111},{}]
Rule 26. (c3 -1)&( 1) & (7 =2) = (d =2); [1,1,1.79%,100.00%][0,1,0][{}, {123}, {}]
Rule 27. (c1=3) & (c3 ) (c6=2)= (d=2); [1,1,1.79%,100.00%][0,1,0][{},{74}, }]
Rule 28. (c1=2) & (c2=1) & (c6 = 2)&(8 ) (d =3); [3,3,4.48%,100.00%][0,0,3][{}.{},{3.65,188}]
( )

Rule 29. (c2=1) & (c3=2
Rule 30. (c3=2) & (c6=3)
Rule 31. (c1=4) & (c6=3

(c5=3)= )i [8, 8,11.94%'100.00%][0,0'8][{},{},{149,164,167,177,]83,185'186,187}]
(c7 2) = (d = 3); [7,7,10.45%,100.00%][0,0,71[{},{},{47,54,63,113,192,194,196}]
3); [1,1,1.49%,100.00%][0,0,1][{},{}.{168}]

)=(d
Rule 32. (c1=5) & (c2=1) = (d = 3); [2,2,2.99%,100.00%][0,0,2][{},{}.{148,167}]
Rule 33. (c6=4) & (c8=4) = (d :[2,2,2.99%,100.00%][0,0,2][{},{}'{138,165}]
Rule 34. (¢ ]—3)&(c3 3) = (d =3); [1,1,1.49%,100.00%][0,0, 1][{},{},{140}]
Rule 35. (c1=3) & (c2=1) (c ):»( =3); [1,1,1.49%, 100.00%][0,0,11[{},{}.{76}]
Rule 36. (c3=2) & (¢5=3) & (c8 = 2)¢(d=3); [5,5,7.46%,100.00%1[0,0,5][{},{},{9,149,177,185,187}]
Rule 37. (c1=3) & (c6=4) & (c8 =5) = (d = 3); [1,1,1.49%,100.00%][0,0,1][{},{}.{75}]
Rule 38. (c1=3) & (c2=2) (c3 2)&(c6 2) (c7=1)= (d=3); [1,1,1.49%,100.00%][0,0,1][{},{}.{171}]
Rule 39. (c6 =3) & (c8 = 3) = (d = 3); [3,3,4.48%,100.00%][0,0,3][{},{},{54,153,194}]

Rule 40. (c5=1) & (c6=2)
Rule 41. (c1=2) & (c2=1

(cs—l):»(d 3); [1,1,1.49%, 10000/][0 0,1]10.0.{19}]

&
=
&
&
&
&
&
& (
&
&
&
&
&
&
&
&
&
&
=
=
=
=
&
&
&
&
=
&
&(c3 2) & (6=3)& (c8=2)= ); [4,4,5.97%,100.00%][0,0,4][{},{}, {44,47,113,192}]
=
=
&
&
=
=
&

( )
Rule 42. (c1=4) & (c3=1)= (d ) (1.1, 149410000/][001][{} .{151}]
Rule 43. (c1=4) & (c7=2) = (d = 3); [3,3,4.48%, 10000/1[003][{} (3.{143,146,147}]
Rule 44. (c 1—2)&(c2 2) & (c3 ) (c6 3)& (c8=2)= % [1,1,1.49%,100.00%](0,0, 1]({},{},{160}]
Rule 45. (c3=2) & (c5=1) (6 1)= (d=3); [1,1,1.49%, 100004][001][{} (1.{156}]
Rule 46. (c ]—1)&(c5 3)=(d=3); [1,1, 149/10000/][001][{} (.{155}]
Rule 47. (¢7=2) & (8 =3) = (d = 3); [3, 34484, 100.00%][0,0,3][{},{}.{34, 54, 194}]
Rule 48. (c1=4) & (c5=1) & (8 =5) = ); [1,1,1.49%,100.00%][0,0, 1][{},{},{169}]

Rule 49. (c1=2) & (c3=1) & (c6=4) = ( =3); [1,1,1.49%,100.00%][0,0,1][{},{},{71}]
Rule 50. (c1=1) & (c3 =2) & (c6 =2) = (d = 3); [1,1,1.49%,100.00%][0,0,1][{}, {}{4}]
Rule 51. (c1=2) & (c6=1) & (c7=2) & (c8 =1) = (d = 3); [1,1,1.49%,100.00%][0,0, 11[{},{}.{99}]

# Approximate rules

Rule 52.(c1=1)& (c3=1)&(c5=2)&(c6=1)&(c7=1)=(d=1) OR(d=2) OR (d = 3); [55,55,76.39%,100.00%][28,17,10][{7,11,14,16,26,29,31,37,46,78,80,81,84,
91,115,119,120,121,124,125,126,127,157,159,161,162,173,184}, {10,20,30,35, 36,38,69,79,82,83,97,117,122,130,133,139,176}, {1,15,25,32,64,89,98,128,
191,199}]

Rule 53. (c1=1)&(c2=1)& (c5=2) & (c6=1)=(d=1) OR (d =2) OR (d = 3); [45,45, 62.50%, 100.00%][24, 13, 8][{7,13,16,24,26,29,78,80,81,84,85,87,90,91,94,
119,121,124,125,126,127,157,173,184}, {10,20,23,30,35,38,69,79,82,122,130,131,139}, {12,15,25,32,89,98,191,199}]

Rule 54. (c1=2) & (c2=2)& (c3=1) & (c6=2) & (c8=2) (d=1)OR (d=2)OR (d =3); [8,8,11.11%,100.00%][5,1,2][{56,70,72,132,174}, {68}, {49,58}]

Rule 59. (c1=3) & (2=2) & (c3=2) & (c6=4) & (c8 =2 1) OR (d =2); [2,2,10.53%,100.00%][1,1,0][{104}, {106},{}]

(
Rule 55. (c1 = 1) & (2=2)&(c7=2)&(c8=1)=(d=1) OR (d =2); [8,8,42.11%,100.00%][6,2,0][{5,86,88,92,93,129}, {17,28},{}]
Rule 56. (c1=2) & (c2 2)&(c5=2)&(c6=1) & (c8= 2 =1) OR (d = 2); [4,4,21.05%,100.00%][1,3,0][{102}, {52,103,182},{}]
Rule 57. (c3=2) & (c5 (c6=2)&(c7=1)&(c8=1 =1) OR (d = 2); [3,3,15.79%,100.00%][1,2,0][{101}, {137,178},{}]
Rule 58. (c1 = 3) & (c2 =1 )
)
)

)&
)& ( )=(d
)& ( )=(d
(3=2)&(c5=2) & (c6= 3)&(c7 1) & (c8=2) = (d=1) OR (d = 2); [2,2,10.53%,100.00%][1,1,0][{181}, {53}.(}]
)& ( )=(d
)& ( )&
)=

)&

)&

2)&

) & (

)&
Rule 60. (c1=2) & (c2=2) & (c3=2) & (¢5=2) & (c6=2 (cS 2) = (d =2) OR (d = 3); [5,5,41.67%,100.00%][0,3,2][{}, {55, 77, 141}, {51, 59}]
Rule 61. (c1=3) & (c6= 4)&(c8 3)= (d=2) OR (d = 3); [3,3,25.00%,100.00%][0,1,2][{},{105}, {100,170}]
Rule 62. (c1=4) & (c8 =3) = (d = 2) OR (d = 3); [2,2,16.67%,100.00%][0,1,1][{},{166}, {8}]
Rule 63. (c1=1) & (c3 = 2)&(c8 1)=(d= 2)0R(d 3); [2,2,16.67%,100.00%][0,1,1][{},{21}, {39}]
Rule 64. (c1=2) & (2=1)& (c3=1) & (c6=3) = (d )OR(d 3); [3,3,30.00%,100.00%][1,0,2][{33},{},{107,134}]
Rule 65. (c3=2) & (c5=2) & (c6=1) & (c8=2) = (d=1) OR )[3330004100007][]02][{175}{}{66179}]
Ru1e66(1—3)&(c2 2)&(c3=1)& (c6=3)= (d )OR % [2,2,20.00%,100.00%][1,0,11[{73},{},{163}]
Rule 67. (c1=3) & (c2=1) & (c6=4) & (c7 = 1)&(c8 2)=(d= l)OR(d 3); [2,2,20.00%,100.00%][1,0,11[{61},{},{67}]

**END
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Compared the lattice diagram and context table, attributes with
the least frequency in the context table will be posited at the bot-
tom of the lattice diagram, and the concepts (attributes) are more
specific. This means that those attributes are not important in
determining the characteristics of the conservative portfolio, such
as the female gender (c,;) and married status (csy).

From the lattice diagram, association rules and implication sets
generated by the ConExp program can also deduce the attribute
relationship. For example, attributes c71, cg1, Cs2, €21 imply attribute
c11, and attributes cg1, Cg1, €3, €12 imply attribute c;;. The relative
information about implication relation among attributes is shown
in Table 6. The relative implication sets are shown in Table C.1 of
Appendix C.

In Table 6, the highest frequency was cg;, meaning that the
attribute was the most superconcept implied by other subcon-
cepts. The concept of cg; was inherited by all its subconcepts, such
as €12, C11, C31, Cs1, Cs2, C71, Cg1. The second tier attributes were c7;
and cy;. Those highest frequency superconcepts expressed the
most important information (the common characteristic) for the
conservative portfolio, which was less than 4 working years (cg1),
a stable job (c71) and male gender (c,,), which should contain some
relationship, such as less monthly salary (cg1,cg,) and lower educa-
tion (cs1,Csz). The results are reasonable because a person with
fewer working years or lower education levels usually lacks the
capacity to make aggressive investments; therefore, most of these
subjects have a conservative portfolio.

NT$80,001~ NT$120,000;

c11: age under 29; c1,: age between 30 and 39;c,5: age between 40-49; c,;: female;cy,: male; c3,:single;
c3imarry; csi: under junior high school; csp: high school; cg;: under 4 working years; cg: S to 9
working years; cgq: 15 to 19 working years; c7;: stable job; c7,: service job; cg: monthly salary under
NT$30,000; cg,: monthly salary between NT$30,001 and NT$80,000; cg3: monthly salary between

Fig. C.1. Lattice diagram for decision rules of decision class 2.

c11: age under 29; c,: age between 30 and 39; c5: age between 40-49; ¢ 4:age between 50~59; c5: age
higher than 60; c,,: female; c,;:male; c3;:single; c3,: marry; csp:high school; cs;: college; cg;: under 4
working years; cgp: 5 to 9 working years; cg3: 10 to 14 working years; cgq: 15 to 19 working years; c7;:
service job; cg,: monthly salary between NT$30,001 and NT$80,000; cg3: monthly salary between
NT$80,001~ NT$120,000; cg4: monthly salary between NT$120,001~ NT$200,000;

Fig. C.2. Lattice diagram for decision rules of decision class 3.
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Table C.1
The implication sets for decision class 1.

Table C.2.1
The implication sets for decision class 2.

Implication sets

Implication sets

1<3>c82 = c62;

2<2>c52 =cl1 c61;
3<2>cl1 c61 = c52;

4 <2> 63 = c22;

5<2>c61 c81 = c71;

6 <2>c71 c81 = c61;

7 <1>c21 = c11 ¢52 c61;
8<1>cl1 c22 = c72 c81;
9<1>c32 = 22 c63 (71;
10<1>¢12 c61 = c71 c81;

11 <1>¢31 ¢61 = c11 ¢52 c71;
12 <1>c51 c61 = 71 c81;

13 <1>c¢11 ¢62 = c31;

14 <1>c11 ¢71 = ¢31 ¢52 ¢61;
15 <1>¢12 c71 = c61 c81;

16 <1> 22 c71 = c32 ¢63;

17 <1>¢31 ¢71 = c11 ¢52 ¢61;

18 <1>¢51 ¢71 = ¢61 ¢81;
19<1>c11 c72 = c22 c81;
20<1>c22 c72 = c11 c81;
21<1>cl11 c81 = 22 c72;

22 <1>c12 c81 = c61 c71;

23 <1>c31 c81 = c62;

24 <1>c51 c81 = c61 c71;
25<1>c62 c81 = c31;

26 <1>c72 ¢81 = c11 c22;

27 <1>c31 c62 c82 = c12 c22;
28 <1>¢12 c22 = c31 c62 c82;
29<1>c12 31 = 22 c62 c82;
30<1>c22 c31 = c12 c62 c82;
31<1>c12 62 = c22 c31 c82;
32<1>¢22 c62 = c12 c31 c82;
33 <1>c51 ¢62 = ¢82;

34 <1>c62 c72 = c82;

3.3.2. Moderate portfolio

There are 12 rules after the pruning process for the decision
class 2. The general information about the attributes relationship
for the decision class 2 generated by the ConExp program are (1)
a person with 5 and 9 working years (cs2) may have a high school
education (cs») (cs2 = Cs2); (2) a person with less than 4 working
years (Cg1) and a stable job (c;71) may be single (cg1,¢71 = ¢31); (3)
a married person may have high school education (cs;) and be-
tween 5 and 9 working years (32 = Cg2,C52); and (4) a female
(c21) with a high school education (cs;) may be under 29 years
old (cy1) and have less than 4 working years (cg1) (C21,C52 =
C11,C61)- The relative information about implication relations
among attributes is shown in Table C.2.1 of Appendix C.

From the higher frequency of the context table, we can find the
main characteristics for each attribute of the moderate portfolio,
such as: age under 39, single or married unspecific, high school
education, less than 4 working years, a stable job, salary between
NT$30,001 (US$1000) and NT$80,000 (US$2667) (cs2), and the
male gender. The most important information is high school edu-
cation (csz), and the least important information is attributes cs,
Ces, and cg3. The relative context table and lattice diagram are
shown in Table C.2 and Fig. C.1 of Appendix C, respectively.

The most implied attribute is male (cy,), followed by high
school education (cs;), and salary between NT$30,001 (US$1000)
and NT$80,000 (US$2667) (cg2). We simply detailed the attribute
relationship, such as attribute ¢y, cs; implies attribute ¢, or cg;
(C12,C52 = C22,Cg), attribute c;q, cg; implies attribute csy, ¢35, or
Ce2 (€71,C31 = Cs2,C32,Cq2), and attribute c,, cgp could implies either

Table C.2
Context Table for decision class 2 as example.

1<3>c62 = c52;

2 <2>c61 c82 = c22;
3<2>c61 c71 = c31;

4 <2>¢52 c82 = 12 c22;
5<2>¢32 = ¢52 c62;

6 <2>c31 = c61 c71;

7 <2>c22 c61 = c82;

8 <2>c22 ¢52 = c12 c82;
9<2>c12 c82 = c22 ¢52;
10<2>c12 ¢52 = c22 c82;
11 <2>c¢12 c22 = ¢52 ¢82;
12 <2>¢11 c61 = c52;

13 <2>c11 ¢52 = ¢61;

14 <1> ¢83 = ¢52 ¢62 c71;
15<1>¢72 c82 = c22 c61;
16 <1>¢72 c81 = c11 c22;
17 <1>¢71 ¢82 = 21 ¢51;
18 <1>¢71 ¢81 = ¢32 ¢52 c62;
19 <1>¢64 = c13 c72;
20<1>c61 c72 = c22 c82;

21<1>c52 c62 c81 = c32 c71;
22 <1>c51 = c21 c71 c82;

23 <1>c32 ¢52 c62c71 = c81;
24 <1>c31 c52¢61 c71 = cl1;
25<1>c22 c81 =cl1 ¢72;

26 <1>c21 ¢82 = ¢51 c71;

27 <1>c21 ¢52 = c11 c61;

28 <1> 21 c31c61 c71 = c12;
29 <1>c13 ¢81 = ¢52;
30<1>c13 c72 = c64;
31<1>c13 c52 = c81;
32<1>c¢12 c71 = c21 ¢31 c61;
33 <1>c12 c22 c52c62 c82 = c32;
34 <1>c12 c21 = c31 c61 c71;
35<1>c11 c81 = c22 ¢72;

36 <1>c11 c72 = c22 c81;

37 <1>c11 c71 = c31 c52 c61;
38 <1>c11c22 = ¢72 c81;
39<1>c11 c21 = c52 c61;

attribute cg; (C72,C32 = Cg1) OT attribute ¢y (€72,Cg2 = C23). The rel-
ative information about implication relations among attributes is
shown in Tables C.2.1 and C.3 of Appendix C.

3.3.3. Aggressive portfolio

There are 16 rules after the pruning process for decision class 3.
The general information about the attribute relationships for the
decision class 3 can retrieve from the lattice diagram (Fig. C.2),
and implications sets (Table C.3.1) generated by the ConExp pro-
gram, such as: (1) a person with a stable job (c;;) and a monthly
salary under UT$30,000 (US$1000) (cg;) may have less than 4
working years (cg1), i.e. (c71,cs1 = C61); (2) a female (c,;) may have
a high school education (cs) (c21 = ¢52); (3) a married person (c3)
may have between 10 and 14 working years (cg3) and a stable job
(c71), i.e. (€32 = €e63,€71); and (4) a person under 29 years old (cq1)
and a high school education (cs;) may have less than 4 working
years (cg1), i.e. (C11,C52 = Cg1)-

From the higher frequency of the context table, we can find the
main characteristics for each attribute of the aggressive portfolio,
such as age between 30 and 39, female, married, between 10 and
14 working years, a service job, a salary between NT$30,001
(US$1000) and NT$80,000 (US$2667), and a high school education.
The most important information is female (c,1), marriage (cs;), the
monthly salary between NT$30,001 (US$1000) and NT$80,000
(US$2667) (cs2), and the least important information is attributes

Rule # Age (c1) Gender (c,) Marriage (c3) Education (cs) Working years (cs) Prof. (c7) Monthly salary (cg)
C11 C12 C13 C21 C22 C31 C32 Cs1 Cs2 Ce1 Co2 Coq 71 C72 Cg1 Cg2 Cg3

18 X X X X

19 X X X X X

20 X X X X

21 X X X X

22 X X X

24 X X X

52 X X X X X

53 X X X X

55 X X X X

56 X X X X X

57 X X X X X

60 X X X X X X

Frequency 3 3 2 3 4 2 2 1 7 5 3 1 5 3 3 4 1
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C11, C13, C14, C15 and cgy4. The relative context table and lattice dia-
gram are shown in Table C4 and Fig. C.2 of Appendix C,
respectively.

The most implied attribute is a stable job (c7;), followed by a
monthly salary between NT$30,001 (US$1000) and NT$80,000
(US$2667) (cgz) and less 9 working years (cg1,Cs2). The attribute
relationships are those attribute c3, implies attribute c;; or cegs,
attribute cq,, ¢ implies attribute cgy, €31, Or Cgp, and attribute
c31, Csp implies attribute cgq, c11, Or c7;. The relative information
about implication relation among attributes is shown in Table
C.5 of Appendix C.

The FCA can provide further knowledge discovery from suitable
rules. RST uses the reduct process to reduce the superfluous attri-
bute in order to produce the reduct attribute set and the most
important core attribute set, which may be the most important
decision factors for decision making. However, in this study, the re-
duct attribute set and core attribute set are the same set
{c1,¢2,¢3,C5,C6,C7,c8}. RST cannot determine the relationships be-
tween attributes, the most important attribute, or the least impor-
tant attribute. From the table of the implication relation between
attributes, we summarized the highest frequency of implied attri-
bute as the most important factor, followed by other the higher fre-
quency of implied attributes as important factors affecting
personal investment. Table 7 is the information of the attribute
relationship for each personal portfolio.

In this study, we also found if minimum decision rules obtained
by rough set theory then the number of rules is minimum and the
antecedent of a rule is minimum. There will be no implications be-
tween condition attributes. In other words, if there are implica-
tions between condition attributes, the antecedents of the
decision rules can be further simplified. For example, in the class
1 for the conservative portfolio, the rule 6 (the contents of rule 6
is(c5=1) & (c6=2) & (c8=2) = (d=1)), rule 10 (the contents of
rule 10 is (c6=2) & (c7=2) & (c8 =2)=(d =1)) and rule 54 (the
contents of rule 54 is (c1=2) and (c2=2) & (c3=1) & (c6=2) &
(c8=2)=(d=1) OR (d=2) OR (d=3)), will exist implication
€82 = ¢62 which means that the antecedents of rule 6, 10 and 54
can be further simplified by removing c6 = 2 (the working years be-
tween 5 and 9 years).

However, the rules generated by ROSE2 cannot really get sim-
plified forms for the facts of too many condition attributes and
the number of every attribute value sets affect the class number.
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Besides, a single object set in condition part that will match one
of the decision classes and increase the lower approximation. Both
the lower and upper approximations increase, which yields a high-
er accuracy for the whole classification. The higher accuracy rate
indicates that the objects in the class have a higher dependency
among the condition attributes of those objects [20]. We call those
objects as outlier. A single object set also increases the decision
rules which means only one support object of a rule. Too many
rules will decrease the precision of decisions. That is why we used
the support object of a rule as the rule threshold to reduce the total
rules and to increase the precision of decisions. The rule threshold
can be user-defined by different method or condition.

Based on the Rough Set Theory, there are some parts belonging
vague and indiscernibility relation. Those facts can not really get
perfect reduct attribute set and core attribute set under Rough Set
Theory. Those are the main reasons which RST always generates
many rules. And this is also the main defective that is why we used

Table C.3.1
The implication sets for decision class 3.

Implication sets

1<2>c21 = ¢52;

2<2>c32 = c63 c71;
3<2>cl11 ¢52 = ¢61;
4<2>c11 c61 = c52;
5<2>c52 c61 = cl1;

24 <1>c31 ¢81 = ¢62;
25<1>c51 c81 = c61 c71;
26 <1>c62 c81 = c31;
27 <1>c63 c81 = c22;
28 <1>c72 c81 = c11 c22;

6 <2>c63 c71 = c32;

7 <2>c61 c81 = c71;

8 <2>c71 c81 = c61;
9<1>cl11 €22 = c72 c81;
10<1>c31 ¢52 = c11 ¢c61 c71;
11 <1>¢12 c61 = c71 c81;

12 <1>¢31 c61 = c11 ¢52 c71;
13 <1>c51 ¢61 = ¢71 c81;

14 <1>c11 ¢62 = c31;
15<1>¢11 c71 = 31 ¢52 c61;
16 <1>¢12 c71 = ¢61 c81;

17 <1>¢22 ¢71 = ¢32 ¢63;

18 <1>¢31 c71 = c11 ¢52 c61;
19 <1>c51 ¢71 = ¢61 ¢81;
20<1>c11 ¢72 = c22 c81;
21<1>¢c22 c72 = c11 c81;

22 <1>c11 ¢81 = 22 c72;
23<1>c12 c81 = c61 c71;

29 <1>c12 c82 = c22 c31 c62;

30 <1>c22 ¢82 = c12 c31 c62;

31 <1>c31 ¢82 = 12 c22 c62;
32<1>c51 c82 = c62;

33 <1>c52 82 = c13 c21 ¢c32 ¢c63 c71;
34 <1>c63 82 = c13 c21 32 c52 c71;
35<1>c71 82 = c13 c21 c32 c52 c63;
36 <1>c72 c82 = c62;

37 <1>c13 = 21 32 ¢52 c63 c71 c82;
38 <1>c12 22 = ¢31 c62 c82;
39<1>c12 c31 = c22 c62 c82;

40 <1>c22 c31 = c12 c62 c82;

41 <1>¢12 c62 = c22 c31 c82;

42 <1>c22 c62 = c12 c31 c82;

43 <1>c51 c62 = c82;

44 <1> 52 ¢63 = c13 c21 ¢32 ¢71 c82;
45 <1>¢21 ¢52 c71 = ¢13 ¢32 ¢63 c82;
46 <1>c62 c72 = c82;

Table C.3
implication relation between attributes for class 2.

Imply Cs2 Ce1 C31 C71 C72 Cg1 Cg2 Ce2 C21 C22 C11 C12 €13 Cea C32 Cs1

(superconcept)

(subconcept) €11, C11,C21 C12, C12,€21 G, C11,C22 C12, €322 51 C12, €21, Cs52 €22,C52"2  Cea €13, Cs2,C62, Ca1 C21,
C21 C21 C22 €222 €522 C72 Cg2
C12, C12,C21 C11, €312 Coa C13, Cs52 Cs1 C71, C12, C11, C31, Cs2, C21, G315 C71, C81 €71,
€272 cn Cs1 (=2} C72 Co1, €71 Ce1, €71 Cs2
€322 €312 C12,€71  Cs51 Ci1, C32, Cs2, C12, Cg3 C71.C82  Ce1s €22,C81 Cs2, Cg2"2 C12, €22, Cs52,

Cg1 Ce2, €71 €522 C72 C62,C82
Ci1, €11.652"2  Cen, Cs2, €22,C81  C11, C72 €22,C52"2 i1, 72, Cg1
C61°2 €712 C62, C81 Cs1
623 €21, Cs2 C21, Cs2 C22, C72,
Ce1"2 Cg1

Ci1, C11, €71 Cg3 Ce1, C72 C12,
C71 Cg2"2
C13, C12, €71 Cs2,
Cs1 Cg2"2
C71, C72, Cg2 Ce1,
Cg1 Cs2"2
C12, C72,
Cg2"2 Cs2
Cg3

Frequency 26 18 10 11 7 10 19 5 5 26 10 12 1 2 10 4
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the FCA to diagnose the rules and retrieve the prior knowledge from
the group customers’ characteristics for the decision makers.

This study found that the formal concept analysis can assist
decision makers in further information exploration. It also can help
to determine the relationships between attributes. Regardless of
the type of soft computing generating the decision rules, we can
apply the formal concept analysis to get more information.

4. Conclusions

In this study, RST generates 67 rules. The support object of a
rule as the rule threshold can reduce the total rules into 40 suitable
rules. These suitable rules can be explored the further information
by using the formal concept analysis, such as the most import fac-
tors affecting the relationship between personal investment port-
folios and its attributes. This attributes relationship can give
decision makers a priori predictions. The main characteristics of
the conservative portfolio are a stable job (c71), less than 4 working

Table C.4
Context Table for decision class 3 as example.
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years (cg1), and male (cp;); and the other features are included less
monthly salary (cgq,cs2), and lower education (csq,Cs2). The main
characteristics of the moderate portfolio are high school education
(cs2), less than 4 working years (cg1), and male (c;); the following
features are a stable job (cy;), a salary between NT$30,001
(US$1000) and NT$80,000 (US$2667) (cg,), and age under 39 years
old (cq1,¢12). The main characteristics of the aggressive portfolio
are a salary between NT$30,001 (US$1000) and NT$80,000
(US$2667) (cg2), under 9 working years (cs1,Cs2) and a stable job
(c71); the following features are between 30 and 39 years old
(c12) and a single person (c3;). We believe that, regardless of the
type of rule-based soft computing, the formal concept analysis
can be used to find further information. We believe that it clearly
is a useful method for decision makers.

Appendix A

See Table A.1.

Rule # Age (1) Gender (c) Marriage (c3) Education (cs) Working years (cg) Prof. (c7) Monthly Salary (cg)
C11 C12 C13 Ci4 Cis C21 C22 C31 C32 C52 Cs3 Ce1 Ce2 Ce3 Cea C72 Cg2 Cs3 Cg4q
28 X X X X
29 X X X
30 X X X
32 X X
33 X X
36 X X X
39 X X
41 X X X X X
43 X X
47 X X
53 X X X X
54 X X X X X
60 X X X X x X
61 X X X
64 X X X X
65 X X X X
Frequency 1 5 1 1 1 6 2 2 6 3 2 2 3 4 2 3 6 3 1
Table C.5
implication relation between attributes.
Imply Cs2 Ce3 (&1 Co1 C11 C32 C72 Cg1 C31 C22 Co2 C12 C21 C13 Cg2
(superconcept)
(subconcept) €212 €322 €322 €11652"2 €52 Ce3 C1"2 Ci1C2 Ci1G2 C11C72 C31C31 C22C32 Cs2 Cs2 Cg2 C13
C61"2 C22 Cs2
Ci1 €22,671 Ce1, €71,681"2  €31,C52 22,071 Cit Ci12.661  Ci1, Ci1.€81  Ci2, C31.C82  Cé63, Ce3,C82 C12, C22
C61"2 Cg1"2 Cs1 €71 Cg2 Cg2
C31, C61  Cs2, Cg2 C31, G52 €31, Cs2 C31, Cg1  Cs2, Cg2 Cs1, Ce2, Ce3, C22, C22, C71, C71, Cg2 C12, (31
Ce1 Cg1 Cs1 Cg2 C31 Cg2
C11, €71 €71, Cg2 C12, 61 C11, C71 C31, (71 Ce3, Cg2 C12, C12, C72, C31, C22, C13 Cs2, C63 €22, (31
7 Cg2 Cg1 Cg2 Co2
C31, (71 13 €31, C61 €12, (71 €22, C72 €71, C2 C31, C22, C12, Cs1, Cs2, C21, Cs2, C12, Ce2
71 Cg2 Cg2 Cg2 Ce3 71
Ce3, g2 (21,C52, Cs1, C61 €31, C71 C72,Cg1  C13 Ci1, C12,622 €31, C72,C2 €22, C62
C71 C72 Cs2
C71, Cg2 C12,C81 €31, C71 C52,C63 C22, C12.662  C12, C12,€22 Cs1, Ce2
C72 C31
C13 Cs1, Cg1 C12, C81 C21, Cs2, C22, C12, C12, Cs2, C63
€71 Ce2 Ce2 C31
Cs2, Cg2  C51,C81 C22, C21, Cs2,
C31 7
C63, Cs2 Ce2, C72
Ci3
Cs2, Ce3
Frequency 17 12 25 22 14 18 4 14 16 16 18 8 9 11 20




J.-Y. Shyng et al. / Knowledge-Based Systems 23 (2010) 586-597 597

Appendix B

The original rules generated from ROSE2 are described in Table
B.1. The rule syntax represents as follow:

(attribute,relation,value),&. . ., (attribute, relation, value) =
(decision = value), OR...OR, (decision = value);[support, strength,
relative strength,level_of _descrimination] [support_class1,sup-
port_class2,...,support_classN] [{class1_objects},{class2_objects},
..., {classN_objects}]

The line begins with sequence of “rule no”. Attribute is the
name of conditional attribute, value is its value and relation is
one of the following: “=", “>”, “<”, “>="  “<="  “in”, Next the condi-
tional part of the rule comes assignment to the decision class (es).
Others details about the rule syntax can check the manual of the
software ROSE2.

Appendix C

See Tables C.1, C.2, C.2.1, C.3, C.3.1, C4 and C.5 and Figs. C.1
and C.2.
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