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On Stationarizability for Nonstationary 2-D
Random Fields Using Discrete Wavelet Transforms

Bing-Fei Wu and Yu-Lin Su

Abstract—The emphasis in this correspondence is on the study of
nonstationary two-dimensional (2-D) random fields with wide-sense sta-
tionary increments, wide-sense stationary jumps, and 2-D fractional
Brownian motion (fBm) fields. The effort made in this work is to develop
a realizable method of stationarization provided for nonstationary 2-D
random fields. We also present the correlation functions of the discrete
wavelet transform relating to 2-D fBm fields that will decay hyperbolically
fast.

Index Terms—Discrete wavelet transform, nonstationarity, random
fields.

I. INTRODUCTION

The concept of stationarization established herein is based on two
motivations. First, lacking of stationarity for a two-dimensional (2-
D) random field will cause lacking of time-invariance that is usually
found in estimators and detectors. Second, the stationarity is useful
in improving the computation efficiency of filters.

Multiresolution signal processing has been used to implement
the discrete wavelet transform (DWT) efficiently with almost no
redundancy. Through the multiresolution analysis [2, pp. 119–121] [4,
pp. 129–166], the DWT performs well in the structure of the subband
filter system, calledperfect reconstruction-quadrature mirror filter
(PR-QMF) [12], which is recognized as a realizable finite impulse
response (FIR) filters system. Recently, the wavelet transform (WT)
has been considered as a powerful tool for nonstationary signal
analysis [1], [3], [7], [12], [16]. In [6] and [18], the fractional
Brownian motion (fBm) process could be stationarized. Tewfik [18]
and Kaplan [8] further proposed that the correlation function of a
one-dimensional (1-D) fBm process decays hyperbolically at a rate
determined by the number of vanishing moments of the wavelet
function. However, all of these approaches mentioned above are
suitable only for 1-D stochastic processes. The stationarization of
multidimensional signals is seldom discussed. Because an image is
considered as a 2-D signal generally, the generally used 1-D WT is
necessarily extended to 2-D. Mallat [12] proposed a mathematical
tool, called separable multiresolution subband filter, to adopt wavelet
basis applied in image analysis.

This work will present theoretically that a nonstationary 2-D ran-
dom field with wide-sense stationary increments/jumps (WSSI/WSSJ)
can be stationarized by using a separable PR-QMF structure of 2-D
DWT. The results apply to a sampled 2-D fBm field and a random
field with WSSJ as the testbed. Furthermore, we will explore the
decorrelation characteristic within the correlation functions of three
detail images occurred in a 2-D fBm process. The decorrelation
defined in [18] means that the correlation functions of the 2-D DWT
images decay at a rate much faster than that of the fBm itself. These
correlation functions are shown to decay at the order ofH � L
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least on the basis for squares of the Euclidean distance of translations,
whereH denotes the parameter of the fBm andL is the vanishing
moment of the wavelet function. Therefore, these three detail images
behave much more like white as the parameter of fBm,H, goes down.

In Section II, we summarize the definitions of WSSI, WSSJ and
wide-sense cyclostationary (WSCS) of a 2-D random field. The
main results are developed in Section III. Section IV contains two
examples to demonstrate the stationarization of the fields of WSSI
and WSSJ. The conclusion is given in Section VI.

II. PRELIMINARY

A mathematical tool proposed by Mallat [12] using wavelet basis
to image analysis is extracted herein. Some properties of 2-D random
fields [17, pp. 38–39] are reviewed here.

Definition 1: A 2-D random field f [nx; ny] has WSSI’s if
the second moment of the increment,Rf [ nx1; ny1; �x1; �y1;
nx2; ny2; �x2; �y2] � Ef(f [nx1 + �x1; ny1 + �y1] �f [nx1; ny1])
(f [nx2 + �x2; ny2 + �y2]� f [nx2; ny2])g, depends onnx1; ny1; nx2
andny2 only throughnx1 � nx2 andny1 � ny2; i.e.,Rf [ nx1; ny1;
�x1; �y1; nx2; ny2; �x2; �y2] = Rf [nx1 � nx2; ny1 � ny2; �x1; �y1;
0; 0; �x2; �y2]; 8nx1; ny1; nx2; ny2; �x1; �y1; �x2; �y2 2 Z, where
�f denotes the complex conjugate off .

Definition 2: A 2-D random field f [nx; ny] is a process with
WSSJ’s if(f [nx+ �x; ny + �y] + f [nx; ny]) is wide-sense stationary
(WSS),8nx; ny; �x and �y 2 Z.

Definition 3: A 2-D random fieldf [nx; ny] is called WSCS with
periodT if Eff [nx+rT; ny+rT ]g = Eff [nx; ny]g and Rf [(nx1+
rT; ny1+rT ); (nx2+rT; ny2+rT )] = Rf [(nx1; ny1); (nx2; ny2)],
for every integerr.

The above definitions are directly extended from the 1-D case in
Papoulis [13, p. 373].

III. M AIN RESULTS

Since image files are finite fields as usual, the length of an original
2-D random fieldf is set to beN � N such that the approximate
imageAmf and three detail imagesDHmf; D

V

mf; andDDmf from
[12] can be reduced to be

Amf [kx; ky] =

(N=2 )�1

n =0

(N=2 )�1

n =0

h (nx � 2kx)

� h (ny � 2ky) Am�1f [nx; ny]

D
H

mf [kx; ky] =

(N=2 )�1

n =0

(N=2 )�1

n =0

h (nx � 2kx)

� g (ny � 2ky) Am�1f [nx; ny]

and so forth, for DVmf and DDmf , where (n)N denotes
(n modulo N). Let F; Am; and D$

m denote the following
matrices of random fields, respectively:

F � [f [nx; ny]]N�N ; Am � [Amf [kx; ky]]
�

and

D
$
m � [D$

mf [kx; ky]] �
(1)

where$ = H;V; orD, respectively,nx; ny = 0; 1; � � � ; N�1, and
kx; ky = 0; 1; � � � ; N

2
� 1. The linear operatorsHm�1 and Gm�1
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TABLE I
AUTOCORRELATION DATA OF THE APPROXIMATE IMAGE, Amf , AND THREE DETAIL IMAGES,

Dd
mf; d = H;V ORD, WITH m = 1 FOR THE 2-D RANDOM FIELD WITH WSSI IN EXAMPLE 1

are two N

2
� N

2
matrices,m � 1, whose entries are defined as

[Hm�1]k;i � h[i� 2k] and [Gm�1]k;i � g[i � 2k]; (2)

and satisfy

[Hm�1]k;i = [Hm�1]k+1;i+2

and

[Gm�1]k;i = [Gm�1]k+1;i+2 (3)

wherei = 0; 1; � � � ; N

2
�1; k = 0; 1; � � � ; N

2
�1 and the additions

k+1 andi+2 are, respectively, moduloN
2

and N

2
. According to

the finite length of the 2-D random field, those wavelet images atmth
resolution as defined in [12] can be formed intoN

2
� N

2
matrices

for kx; ky = 0; 1; � � � ; N

2
� 1 and all positive integersm < log2N ,

which are expressed as

Am = Hm�1Am�1H
T
m�1

= Hm�1Hm�2 � � �H0FHT
0 � � �H

T
m�2H

T
m�1 (4)

D
H

m = Hm�1Am�1GT
m�1

= Hm�1Hm�2 � � �H0FHT
0 � � �H

T
m�2GT

m�1 (5)

D
V

m = Gm�1Am�1HT
m�1

= Gm�1Hm�2 � � �H0FHT
0 � � �H

T
m�2HT

m�1 (6)

and

D
D

m = Gm�1Am�1GT
m�1

= Gm�1Hm�2 � � �H0FHT
0 � � �H

T
m�2GT

m�1 (7)

where the superscriptT indicates the notation of transposition. In this
framework, the reconstruction formula in [12] can be written as

Am�1 = HT
m�1AmHm�1 + HT

m�1D
H

mGm�1

+ GT
m�1D

V

mHm�1 + GT
m�1D

D

mGm�1: (8)

The right Kronecker (or direct) productA
B of two N
2

� N

2
matrices,[ai;j ] and [bi;j ], is defined as [11, p. 407]

�AB;m�1 � A
B

=

a0;0B a0;1B � � � a0; �1B

a1;0B a1;1B � � � a1; �1B

...
...

...
a

�1;0B a
�1;1B � � � a

�1; �1B

:

(9)

From (3), it yields that the elements of�AB;m�1 have the following
relationship: 1

[�AB;m�1]i+l ;j+k = [�AB;m�1]i+l +1;j+k +2

= [�AB;m�1]i+(l+1) ;j+(k+2)

(10)

for m � 1; i; l = 0; 1; � � � ; N
2 � 1, andj; k = 0; 1; � � � ; N

2
� 1,

whereA andB denoteHm�1 or Gm�1. For the convenience of
manipulation as the following, we assume that�AB;m�1 is in period
in both the row and column blocks (or elements in each block) with
period N

2 and N

2
, respectively.

Now, let a column vector be generated by column-scanning the
random matrixF, called thevec-functionof F, which is denoted as
vecF or ~F . It is concatenated with one column followed by another
as shown below:

vecF � [f [0; 0] f [1; 0] � � � f [N � 1; 0] f [0; 1] � � �

f [N � 1; 1] � � � f [N � 1; N � 1]]T (11)

which is anN2-dimensional vector. LetR~F
� Ef(vecF)(vecF)�g

be the autocorrelation matrix ofvecF where the superscript�
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Fig. 1. Profiles ofRD of the 2-D fBm field w.r.t.H = 0:3; H = 0:5 and H = 0:8 for m = 1 in Example 1, where “o”:H = 0:3 , “+”:
H = 0:5, “x”: H = 0:8.

indicates the notation of complex conjugate and transposition. De-
fine R~A

as the autocorrelation matrix ofvecAm, and so forth,
for R~D

, where$ denotesH; V or D. The cross-correlation
matrix of vecAm and vecD$

m is also defined asR~A ~D
�

Ef(vecAm)(vecD$
m)�g and so forth forR~D ~D

, where$ and
� = H; V or D.

The main result is concluded in the following stationarization
theorem, called2-D stationarization theorem(2-D ST). And the 2-D
DWT images related to a 2-D fBm process is shown to have the
decorrelation characteristics.

Theorem 1 (2-D Stationarization Theorem):Let f [nx; ny]; nx
andny = 0; 1; � � � ; N � 1, be a 2-D real random field with constant
mean and autocorrelation functionRf [(nx1; ny1); (nx2; ny2)] �
Eff [nx1; ny1] f [nx2; ny2]g. Let f [nx; ny] be decomposed into one
approximate image,Amf , and three detail images,DHmf; D

V

mf; and
DDmf , as described in [12]. Iff [nx; ny] satisfies the condition,

(C):
R [(n ;n );(n ;n )]

1+n +n +n +n
2 l

1, for someNR > 0;

NR 2 Z and 8nx1; ny1; nx2; ny2 2 Z, then, for any
positive integerm < log2N , we obtain that

(P1): if f [nx; ny] is WSS, thenAmf; D
H

mf; D
V

mf; andDDmf are
WSS, respectively, and jointly each other for allnx andny,
i.e.,R~A

; R~D
; R~A ~D

, andR~D ~D
are Hermitian

block Toeplitz matrix with Toeplitz blocks, where$ and
� = H; V or D, respectively;

(P2): if f [nx; ny] has WSSI, thenDHmf; D
V

mf and DDmf are
WSS, respectively, and jointly each other for allnx and
ny, i.e.,R~D

andR~D ~D
are Hermitian block Toeplitz

matrix with Toeplitz blocks where$ and � = H; V or
D, respectively;
moreover,

(P3): ifAmf; D
H

mf; D
V

mf; andDDmf are WSS, respectively, and
jointly each other for allnx andny 2 Z, thenf [nx; ny] is
WSCS with period2, i.e.,

[R~F
]i;j = [R~F

]i+2;j+2; (12)

(J): if f [nx; ny] is a process with WSSJ, then three detail
images,DHmf; D

V

mf; andDDmf , are WSS, respectively, and
jointly for all nx; ny 2 Z.

Proof: See Appendix A.

A. 2-D fBm Field

The fBm process, as a well-known nonstationary stochastic process
with WSSI having statistical properties and the modelings of image
texture, has been discussed in many literatures. Tewfik [18] and
Kaplan [8] proposed that the correlation functions of the 1-D DWT
decay at a rate much faster than the correlation functions of the
1-D fBm itself. In this correspondence, we will show that the 2-
D DWT based on PR-QMF structure is also capable of preserving
the property for a 2-D fBm field.

Consider a zero-mean sampled 2-D fBm random field,B[nx; ny]
� BH(nx�x; ny�y); 8nx; ny 2 Z, where�x and �y are the
sampling periods ofx; y directions, respectively, and the autocorre-
lation function of the 2-D fBm field is qualified to condition (C) in
2-D ST derived from [5, p. 250].

Theorem 2: Suppose that a wavelet function has the vanishing
momentL. Then the autocorrelation functions of the horizontal and
vertical detail images related to a 2-D fBm random fieldB[nx; ny],
denoted asDHmB andDVmB, respectively, decay asO((�2x+�

2
y )

H��)
with � � L

2
, where�x � nx1�nx2 and�y � ny1�ny2, for all nx1;

nx2; ny1 andny2 2 Z. Furthermore, for the diagonal detail image,
denoted asDDmB, the autocorrelation function decays with the order
of H � �; � � L.

Proof: See Appendix B.
Remark 1: Three detail images of a 2-D fBm random fieldB[nx;

ny] are WSS with the corresponding autocorrelation functions are
symmetric with respect to (w.r.t.) the axes’�x and �y. Therefore,
DHmB;D

V

mB andDDmB are approximated to be white for any positive
integerm as the vanishing momentL > 1 for DDm andL > 2 for
DHm andDVm. The decay is too slow whenH > 0:5.
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Fig. 2. Autocorrelation functions of the 2-D DWT images of the 2-D fBm (WSSI) field with parameterH = 0:5 for the case ofm = 1 in Example 1,
(a) RA[(10; 10); (kx2; ky2)], (b) RD [(10;10); (kx2; ky2)], (c) RD [(10;10); (kx2; ky2)], (d) RD [(10;10); (kx2; ky2)], wherekx di� � kx2 � 10
and ky di� � ky2 � 10.

From Theorem 2 and Remark 1, it yields that the three detail
images of a 2-D fBm random field behave much more like white
noises as the parameterH becomes smaller.

IV. EXAMPLES

The sampled 2-D fBm field generated by the spectral synthesis
method [14, pp. 96–105] is used in Example 1 to present the case (P2)
of 2-D ST and the result derived in Remark 1. The spectral synthesis
method is an approximate method, but it does not affect the validity
of our illustration. In the second example, a 2-D autoregressive
integrated moving average (ARIMA) model extended from a 1-D
ARIMA model in [10] is used to generate the 2-D random field with
WSSJ to demonstrate the case (J) of 2-DST.

Example 1 (The WSSI Field):Take a sampled 2-D fBm random
field denoted byB[nx; ny]; nx; ny = 0; 1; � � � ; 127, for H = 0:3;
H = 0:5 and H = 0:8 cases, and choose the Haar basis for
simplicity, i.e., h[0] = h[1] = g[0] = �g[1] = 1p

2
, with 1280

Monte-Carlo runs. The stationary property of three detail images
is shown in Table I which demonstrates the results derived from
Theorem 1. From Fig. 1, we obtain that the ensemble-averaging
correlation functions ofRD decay fast when the parameterH
decreases. The moreH get close zero, the more 2-D DWT of the
fBm approach white. The phenomenon in Fig. 2(a) shows that the
approximate image decays much slower than three detail images. In
Fig. 2(b)–(d), the autocorrelation functions of three detail images are
symmetric w.r.t. the axes ofkx2 andky2 around the center(10; 10),
but not isotropic. It is corresponding to the result derived in Remark 1.

Example 2 (The WSSJ Field):Consider a nonstationary 2-D ran-
dom field ff [nx; ny]gn ;n =0;1;���;255 given by

f [nx; ny] + f [nx + 1; ny + 1] = �[nx; ny] (13)

wheref�[nx; ny]gn ;n 2Z is an i.i.d. normal distribution with mean
zero and variance1. Obviously, the jump’s field is a white noise
field as designed. The simulation is based on 1000 Monte-Carlo
runs with the Haar basis. The contour maps of the autocorrelation
functions for the approximate image and three detail images off at
two different time ranges[(64; 64); (kx2; ky2)]; kx2ky2 = 54 � 74,
and [(74; 74); (kx2; ky2)]; kx2; ky2 = 64 � 84, are drawn with7
contour lines in Figs. 3 and 4, respectively. Comparatively, both the
autocorrelation functions of the approximate and three detail images
are proven clearly to be stationary conformable to the conclusion of
the case (J) in 2-D ST.

V. CONCLUSION

It has been shown that a 2-D DWT performed on separable PR-
QMF structure could provide the stationarizability property for a
nonstationary 2-D random field with WSSI/WSSJ, and the decay
rates of the correlation functions of three detail images for a 2-D
fBm field are dependent upon the parameter of the fBm,H. These
correlation functions are proven to decay with the order ofH � L

2

(H � L for the diagonal detail image) based on the squares of the
distance of translations. From the results of simulation in conformity
with 2-D ST in this work, we observed that the correlation functions
of three detail images for the 2-D fBm are invariant and symmetric
alongkx1�kx2 andky1�ky2, but not stationary along the distance,
(kx1 � kx2)2 + (ky1 � ky2)2.

APPENDIX A
PROOF OFTHEOREM 1: 2-D STATIONARIZATION THEOREM

The proof of (P1) (i.e., for the case of WSS) could be obtained
easily by similar but simpler procedures as the following proof of
(P2).
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Fig. 3. Contour maps of the autocorrelation functions for the approximate image and three detail images of the WSSJ field at the range[(64; 64); (kx2; ky2)],
where kx2 : 54 � 74 and ky2 : 54 � 74, in Example 2.

Proof of (P2): If f [nx; ny] has WSSI, the properties of constant
means for three detail images,DHmf; D

V

mf andDDmf , are qualified
straight for any positive integerm. The procedures to prove the
stationarity of the second order statistics for the three detail images
are similar, therefore, we only takeDHmf to be shown thoroughly
in the following:

i) For any positive integerm, the autocorrelation function ofDHmf
is shown easily to be bounded.

ii) Since the real processf is of WSSI, definey~r[~n] � f [~n] �
f [~n � ~r]; ~n � [nx; ny], for every integer vector~r � [rx; ry];
nx; ny; rx; ry = 0; 1; . . . ; N � 1. Followingly, choose any integer
vector~r � [rx; ry]. Let~s = �~r � [sx; sy] such that~r = ~n1�~l1; ~s =
~l1�~n1, and the correlation function betweeny~r[~n1] � y~r[nx1; ny1]

andy~s[~l1] � y~s[lx1; ly1] is stationary and satisfies

Ry y [~n1;~l1] � Efy~r[~n1]y~s[~l1]g = Rf [~n1;~l1]

�Rf [~n1; ~n1] �Rf [~l1;~l1] +Rf [~l1; ~n1];

= Efj~n1 �~l1j
2g = d1(j~n1 �~l1j) (A1)

whered1(�) is function of~r due to the stationarity ofy~r andy~s. In
the literature, the functiond1(�) is known as the structure function
[19, pp. 391–394]. Based on one vanishing moment ofg, (10) and the
result of (P1), we therefore obtain that the horizontal detail image of
y~r defined as

D
H

m(y~r)[kx1; ky1]

�

�1

n =0

�1

n =0

� � �

N�1

n =0

h (nxm � 2kxm�1)

� g (nym � 2kym�1) � � �h[(ny1 � 2ny2)N ]y~r[nx1; ny1]

is stationary, and the correlation function ofDHm(f) for all
kx1; ky1; kx2; ky2 2 Z is given by

RD (f)[(kx1; ky1); (k2x; ky2)]

� Ef D
H

mf [kx1; ky1]DHmf [kx2; ky2] ;

=

�1

n =0

�1

n =0

� � �

N�1

n =0

�1

l =0

�1

l =0

� � �

N�1

l =0

� h (nxm � 2kx1) g (nym � 2ky1) � � �

g (lym � 2ky2) � � �h[(ly1 � 2ly2)N ]

�Rf [(nx1; ny1); (lx1; ly1)];

=

�1

n =0

�1

n =0

� � �

N�1

n =0

�1

l =0

�1

l =0

� � �

N�1

l =0

� h (nxm � 2kx1) g (nym � 2ky1) � � �

g (lym � 2ky2) � � � h[(ly1 � 2ly2)N ]

�
1

2
Ry y [(nx1; ny1); (lx1; ly1)] +Rf [(nx1; ny1); (nx1; ny1)]

+Rf [(lx1; ly1); (lx1; ly1)] ;

=

�1

n =0

�1

n =0

� � �

N�1

n =0

�1

l =0

�1

l =0

� � �

N�1

l =0

� h (nxm � 2kx1) g (nym � 2ky1) � � �

h[(ly1 � 2ly2)N ]
1

2
Ry y [(nx1; ny1); (lx1; ly1)]

=
1

2
RD (y y )[(kx1; ky1); (kx2; ky2)] (A2)
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Fig. 4. Contour maps of the autocorrelation functions for the approximate image and three detail images of the WSSJ field at the range[(74; 74); (kx2; ky2)],
where kx2 : 64 � 84 and ky2 : 64 � 84, in Example 2.

whereh denotes the complex conjugate ofh. Hence, (A2) can be
described by the following matrix equation, such that the correlation
matrix of ~DHm(f) is equivalent to one half of the correlation matrix
R~D (y y ) [11, p. 410].

R~D (f) =
1

2
R~D (y y ) =

1

2
�GH;m�1�HH;m�2 � � �

�HH;0��
�

HH;0 � � ��
�

HH;m�2�
�

GH;m�1; (A3)

where the elements of matrix� are composed of the structure
function evaluated at various lags, i.e.,

� �

[d1(j~n1�~l1j)]~n ;~l =(0;0);(1;0);...;(N�1;0);(0;1);���;(N�1;1);���;(N�1;N�1):

� is also a Hermitian Toeplitz matrix with Toeplitz blocks. Here,
we assume that� is period in both the row and column blocks with
periodN and every block is also period in both the row and column
elements with periodN . Note that� is not positive definite, but
R~D (f) is positive definite.

The property of the Hermitian block Toeplitz matrix with Toeplitz
blocks forR~D (f) will be manipulated in the following processes for

any positive integerm; kx = k1+ l1
N
2 ; ky = k2+ l2

N
2 , where the

indices inside each block are denoted ask1; k2 = 0; 1; � � � ; N
2 � 1

and the indices of blocks arel1; l2 = 0; 1; � � � ; N
2 � 1, (a) for block

matrix and anyk1; k2:

R~D (f) l +k ;l +k

=
1

2

( ) �1

i =0

� � �

(N) �1

i =0

(N) �1

j =0

� � �

( ) �1

j =0

� [�GH;m�1]l +k ;i +k � � �

[�HH;0]i +k ;i +k [�]i N+k ;j N+k

� [��

HH;0]j N+k ;j +k � � �

[��

GH;m�1]j +k ;l +k ;

=
1

2

( ) �1

i =0

� � �

(N) �1

i =0

(N) �1

j =0

� � �

( ) �1

j =0

� [�GH;m�1](l +1) +k ;(i +2) +k � � �

[�HH;0](i +2 ) +k ;(i +2 )N+k

� [�](i +2 )N+k ;(j +2 )N+k

� [��

HH;0](j +2 )N+k ;(j +2 ) +k � � �

[��

GH;m�1](j +2) +k ;(l +1) +k

= R~D (f) (l +1) +k ;(l +1) +k
(A4)

and (b) for inside block and anyl1; l2 :

R~D (f) l +k ;l +k

=
1

2

( ) �1

i =0

� � �

(N) �1

i =0

(N) �1

j =0

� � �

( ) �1

j =0

� [�GH;m�1]l +k ;l +i � � �

[�HH;0]l +i ;l N+i [�]l N+i ;l N+j

� [��

HH;0]l N+j ;l +j � � � [��

GH;m�1]l +j ;l +k ;

=
1

2

( ) �1

i =0

� � �

(N) �1

i =0

(N) �1

j =0

� � �

( ) �1

j =0
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� [�GH;m�1]l +(k +1);l +(i +2) � � �

[�HH;0]l +(i +2 );l N+(i +2 )

� [�]l N+(i +2 );l N+(j +2 )

� [��HH;0]l N+(j +2 );l +(j +2 ) � � �

[��GH;m�1]l +(j +2);l +(k +1)

= R~D (f) l +(k +1);l +(k +1)
: (A5)

Hence,R~D (f) is a Hermitian block Toeplitz matrix with Toeplitz

blocks, i.e.,DHmf is WSS.
The proofs of (P3) and (J) are similar to the proof of (P2).

APPENDIX B
PROOF OF THEOREM 2

The proof ofDHmB; D
V

mB andDDmB are resembling. Herein we
only take one of them shown below in detail. Let�x � kx1 �kx2 and
�y � ky1 � ky2, for all kx1; kx2; ky1; ky2 2 Z. The autocorrelation
of DHm(B) is written as

RD (B)[�x; �y]

� E DHmB[kx1; ky1]DHmB[kx2; ky2]

=
i

� � �
i l

� � �
l j

� � �

j t

� � �
t

h[i1] � � �h[im]g[l1] � � �h[lm]

� h[j1] � � � h[jm] g[t1] � � �h[tm]

� �
K

2
[(Qx + 2m�x)

2 + (Qy + 2m�y)
2]H

= �H

i

� � �
i l

� � �
l j

� � �

j t

� � �
t

h[i1] � � �h[im]g[l1] � � �h[lm]

� h[j1] � � � h[jm] g[t1] � � �h[tm] �
K

2
P (�; �) (A6)

whereQx � im+2im�1+� � �+2m�1i1�lm�2lm�1�� � ��2m�1l1
andQy � jm+2jm�1+� � �+2m�1j1�tm�2tm�1�� � ��2m�1t1.
Let � � (2m�x)

2 + (2m�y)
2; � � Q

�
; � �

Q

�
; ~v � [Qx Qy]

T

andP (�; �) � [1 + ��2 + ��2 + 2m+1�x� + 2m+1�y�]
H . Define


(~q ) � fr j 2
i=1 ri=qi � 1g; 
0(~q ) � fr j 2

i=1 ri=qi < 1g
and the differentiable closure of
0(~q ) by �
0(~q ) � fr + t j r 2

0(~q ) and jtj � 1g, where~q � [q1 q2]

T ; q1; q2 2 R
+. Clearly it

is foundP 2 C(1;1) onR2. The Taylor’s formula for real-valued
P (�; �) at (�; �) = (0; 0) is the following:

P (�; �) =
r2


1

r!
DrP (0; 0)(~v )r��r +R~q

(0;0)P (~v �
�1)

= 1 + 2H(2m�xQx + 2m�yQy)�
�1

+
r2
;r ;r 6=0;1

1

r!
DrP (0; 0)(~v )r��r +R~q

(0;0)P (~v �
�1)

(A7)

where R~q

(0;0)P (~v �
�1) � r2�
 n


A
jrjD

rP (�r~v �
�1)(~v ��1)r;

Dr denotes the partial derivative@jrj=(@~v )r; fr 2 �
0n
g represents
f(r 2 �
0 [
)\ (r 62 �
0 \
)g, andAr = f 1


!
: 
 2 
0 ^ 
 +

s = r for somes with jsj = 1g, satisfying �r = �
 whenever

jrj = j
j and lim(�;�)!(0;0)

R P (�;�)

j�j +j�j
= 0 [15, pp. 5–8]. Then

we have

[(Qx + 2m�x)
2 + (Qy + 2m�y)

2]H

= �HP (�; �)

= �H

r2


1

r!
DrP (0; 0)(~v )r��r +R~q

(0;0)P (~v �
�1) : (A8)

Since  has the vanishing momentL, i.e., 1

�1
tl (t) = 0, for

l = 0; 1; 2; � � � ; L � 1; or equivalently,
k
g[k]kl = 0, for l =

0; 1; 2; � � � ; L � 1 [9, p. 142], therefore, we obtain

RD (B)[�x; �y]

= �2x + �2y
H�L

�
K

2
22m(H�L)

�
i

� � �
t

h[i1] � � �h[im]g[l1] � � �h[lm]h[j1] � � � h[jm]

� g[t1] � � � h[tm]
r2
;r�L

1

r!
DrP (0; 0)(~v )r2�2m(r�L)

� �2x + �2y
�(r�L)

+R~q

(0;0)P (~v (�)
�1) : (A9)

Because theLth order partials forP (�; �) depend on�Lx ; �
L
y , and

�nx �ny , wheren1 + n2 = L and n1; n2 > 0, theLth order term

of f�g in (A6) is bounded below by�� . Hence,RD (B) [�x; �y]

decays asO((�2x+ �2y )
(H� )) at least.

Particularly, for the diagonal detail image case, the terms of
�nx �ny ; n1 + n2 = L, in the autocorrelation function

RD (B)[�x; �y]

= �H �
K

2
i

� � �
t

g[i1] � � � h[im]g[l1] � � �

� h[lm]g[j1] � � �h[jm]g[t1] � � �h[tm]P (�; �)

= �2x + �2y
H�L

�
K

2
22m(H�L)

i

� � �
t

g[i1] � � �

h[im]g[l1] � � �h[lm]g[j1] � � � h[jm]

� g[t1] � � � h[tm]
r2
;r�L

1

r!
DrP (0; 0)(~v )r2�2m(r�L)

� �2x + �2y
�(r�L)

+R~q

(0;0)P (~v (�)
�1) (A10)

will be vanished byg after the filter operation along the indicesi1; l1;
j1 andt1. Therefore, theLth order term off�g in (A10) is bounded
below by ��L. Hence,RD (B) [�x; �y] decays faster asO((�2x+

�2y )
(H�L)).
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