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Abstract 

Broadband Integrated Services Digital Networks (BISDNS)/Asynchronous Transfer Mode (ATM) are expected to support diverse 
applications demanding different bandwidth and Quality of Services (QoSs). Particularly for integrated voice and data networks, voice 
traffic results in call losses and data traffic suffers from longer delays should networks have insufficient bandwidth. The main goal of the 
paper is to analytically determine optimal bandwidth allocated to voice and data by means of a queueing mode1 with heterogeneous arrivals 
and multiple designated channels. The accuracy of analytical results is confirmed by simulation results. On the basis of the analysis, the paper 
proposes a bandwidth assignment paradigm for the assignment of network bandwidth to voice and data in an effort to guarantee minimal data 
delay and voice call blocking probability. The run time complexity of the bandwidth assignment computation and paradigm construction is 
shown to be polynomial bounded. Consequently, the resulting bandwidth assignment assures QoSs in terms of data delay and voice call 
blocking probability under various network loads. 0 1998 Elsevier Science B.V. 

Keywords: Broadband Integrated Services Digital Network (BISDN); Asynchronous Transfer Mode (ATM); Quality of Service (QoS); 
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1. Introduction 

Broadband Integrated Services Digital Networks 
(BISDNs)/Asynchronous Transfer Mode (ATM) [l-7] are 

expected to support diverse applications demanding 
different bandwidth [8- 131 and Quality of Services 

(QoSs) [14-161. It is thus essential to design networks 
which furnish the effective and dynamic allocation of the 

bandwidth to satisfy different service demands. The Virtual 

Path (VP) concept [ 1,17- 19,241 has been proposed to 
achieve such goal. A VP can be viewed as a pre-established 
route through the network with dedicated bandwidth onto 
which virtual channels (VCs) are multiplexed. The dedi- 

cated bandwidth of VPs can be reassigned according to 
the traffic variation. The network performance can in turn 

be optimized. 
Bandwidth assignment to VPs have been studied in 

numerous literature [8- 131. Herzberg and Pitsillides [lo] 
proposed a bandwidth assignment scheme to maximize net- 
work throughput, while Gerla et al. [9] aimed at minimizing 
mean delay across a network. Hui et al. [ 111 formulated the 
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VP bandwidth assignment problem as a non-linear program- 
ming model which minimized the total usage cost. Burgin 

[8] studied the dynamic behavior of some VP bandwidth 
assignment algorithms for a range of time-varying offered 

traffic inputs. In Ref. [ 121, a distributed VP bandwidth con- 

trol mechanism was proposed to effectively determine the 
bandwidth assignment. Logothetis and Shioda [13] pre- 

sented a centralized VP bandwidth allocation scheme to 
minimize the worst voice call blocking probability. 

In this paper, we focus on the bandwidth assignment to 

two VPs (e.g. for voice and data) in broadband integrated 
networks with multiple channels. For multichannel inte- 
grated voice/data networks, various bandwidth assignment 
mechanisms have been proposed. In the fixed-boundary 
scheme [20,21], a fixed portion of the bandwidth is desig- 

nated for voice and data. The major drawback of this 
scheme is the inefficient use of bandwidth. An improved 

scheme called the flexible-boundary strategy [22,23] was 

proposed to achieve dynamic sharing of the bandwidth 
between voice and data. Kekre [23] allowed bandwidth 
reservation for voice traffic and limited the buffer size for 

data traffic. The major limitation of this scheme is that 
the determination of the optimal bandwidth assignment is 
non-trivial and complicated. The goal of the paper is to 
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analytically determine optimal bandwidth allocated to voice 
and data by means of a queueing model with heterogeneous 
arrivals and multiple designated channels. 

The paper first analyzes a multichannel flexible-boundary 
queueing system which allows bandwidth reservation for 
both voice and data traffic. This analysis is an extension 
and rectification of the work of Bhat and Fischer [24]. 
The accuracy of analytical results is confirmed by simula- 
tion results. On the basis of the analysis, the paper proposes 
a bandwidth assignment paradigm for the assignment of 
network bandwidth to voice and data in an effort to guaran- 
tee minimal data delay and voice call blocking probability. 
The run time complexity of the bandwidth assignment 
computation and paradigm construction is shown to be poly- 
nomial bounded. Consequently, the resulting bandwidth 
assignment assures QoSs in terms of data delay and voice 
call blocking probability under various network loads. 

This paper is organized as follows. Section 2 presents the 
analysis of the multichannel flexible-boundary queueing 
system. Based on the analysis in Section 2, Section 3 
illustrates the formal algorithm for the construction of band- 
width assignment paradigms. Finally, Section 4 concludes 
the paper. 

2. Queueing analysis 

2.1. Model 

The analysis is based on a continuous-time queueing sys- 
tem (see Fig. 1) with heterogeneous arrivals (voice and data) 
and multiple designated channels (voice, data, and shared 

channels). Designated voice and data channels am dedicated 
for voice and data traffic transmissions, respectively, and 
shared channels can be used by either type of traffic. Voice 
traffic would balk from the system if legitimate channels are 
all in use upon its arrival. On the contrary, data traffic would 
be queued should legitimate channels be busy. In addition, 
the queue length for data traffic is assumed to be infinite since 
data traffic is loss sensitive in nature. 

The analysis is to determine the blocking probability for 
voice traffic and the mean delay for data traffic. It is 
assumed that voice traffic and data traffic are Poisson dis- 
tributed with arrival rates X, and h2, respectively, and have 
exponential service-time distribution with rates ~1 and ~2, 
respectively. The traffic intensity of voice and data is 
denoted by pI (i.e. pI = X,/p,) and p2 (i.e. p2 = X,/F*), 
respectively. In addition, as shown in Fig. 1, let s be the 
total number of channels in the system, and m and 12 be the 
number of channels designated for voice and data traffic, 
respectively. Thus, there are s-m-n shared channels which 
can be used by either type of traffic. All channels are 
employed in an FCFS manner. 

2.2. Analysis 

The system is ergodic [20] if X2 < (s-m)p2. Let Pij (0 5 i 

5 s-n; j z 0) be the steady state probability of having i 
voice calls and j data packets in the system. To compute the 
steady state distribution, several sets of balance equations 
have to be obtained. First of all, if the number of voice calls 
in the system is less than m (the number of the designated 
voice channels), i.e. i = 0, l,,.., m - 1, a set of balance 
equations can be attained as 

@I +x2+&l +P2Yil =G+~h~i+l,l +2P2pi2+Xlpi-I,I +X2pi0 

(A, +X2+& +2~2)Pi2=(j+1)lclPi+l,2+3Cc2Pi3+hlPi-I,2+X*Pil 

[Al +h2+h +6-m- 1)P21Pi,.r-m-1 =G+ l)P1pi+l,,y-m-l +(S-m)~2~i,,-,+X~~i-~,,~_,_~ +A2Pi,,_,_2 

’ (1) 

h +~2+& +(s-m)~zlPi,,-,=(j+l)Cc~Pi+~,,-,+(s-m)~2Pi,,-,+~ +XIPi_I,,_,+h2Pj,,*_m_* 

Pi +h2+h +(S-mm)P21Pi,s-t82+t =U+ l)PfPi+f,~-,+l +(s-m)f*2Pi,,~-m+2+X,Pi_~,s_m+* +X2Pi,,c_, 

1 

Channelized bandwidth 

voice 
Channels “* 

t 
Shared 

. Channels s-m-n 

1, Datatraflk Data ? 
4 Channels ” * 

l s-1 
BS 

Fig. I. The queueing model. 
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Secondly, if the number of voice calls in the system is equal To simplify Eq. (l)-(4), let us define the moment- 

to m, i.e. i = m, the set of balance equations can be given as generating function of the occupancy distribution of data 

[A, +x2+iF, +(s-i-1)~21Pj,.~-i-,=(i+ l)P,pi+,,,T-j-, +(S-i)~2pj,,~-j+X,Pj-,,.,-j-, +x*pi,,y-i-2 

LX2tiPl +(s-i)P21pi,.~-i=(i+ 1)~,pj+,,,~-j+(S-i)lL2pj,.~-i+, tX,Pi-,,.r-i+X*Pj,.~-,-I 

[A2 + b4 3- (s - W21~i,s-;+ I =ti+ l)P,Pi+l..r--if, +(~-~)LC2~;,s-;+2+~,~;-I,.r-i+I +h2P;,s-, 

(2) 

Thirdly, if the number of voice calls in the system exceeds m 

but is less than the total number of channels eligible for 

voice traffic, i.e. i = m + 1, m + 2,. . .s - n - 1, the set 

of balance equations can be expressed as 

traffic as 

rI;(z> = 2 P,i, 
j=O 

(5) 

[A, +X2+ij.d, +(s-i- 1)p21Pj,s_i_, =(i+ 1)~ P. I r+l,s-i-l +(s-i)P2Pi,.~-i++,Pi-,,,~-i-, +h2Pi,,y-i-2 

h+iP, +~~-~)cL21~~,.,-i=~~+1)cclpj+l,.~--i+~~-~)cL2~i,.~-i+, +h,Pi-,_,v-i+X2P~,s-r-, 

P2++, +(s-i)P21pi,.~-i+, =G+l)cL,pi+,,.y-i+, +(s-i)ll2Pj,s-i+2+h2P,,s-, 

W2++, +(s-i)P21pi,s-;+2= Ci+ 1)PIPi+,..~-i+2+~~-~i)P2Pi,s-i+3+X2Pi,s-i+, 

(3) 

Finally, if the number of voice calls in the system is equal to where /zI < 1 and 0 5 i or s-n. First, for i being less than m, 
s-n (the maximum number of channels eligible for voice multiplying each term in Eq. (1) by z’ summing overall j 2 
traffic), i.e. i = s-n, the set of balance equation can be 0, and replacing the right term of Eq. (5) by ITi( Eq. (1) 
obtained as can be expressed as 

CA2 +b,)piO=P2pj, + AlPi- 1.0 

@2 + ill, + P2)Pi, = 2P2Pi2 + A, Pj - ,, 1 + X2PiO 

(~2+iCc,+2~2)Pi2=3~2Pi3+~,Pi-,,2+~2Pll 

[A, + 4, + 0 -i-~)~2lPi.,~-,-,=(~-~)CC2Pi,,~-i+X,Pi-,,.s-r-,+h2Pi,s-i-2 ’ 

I 

(4) 
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D;(z)~i(z)=(i+1)~,z~;+,(z)+x,z~;_,(z)+(z- l)Pz one gets 

s-m- I 

X ,zo (~---_j)P~zi, 
s - n s-m-n 

(6) -x,+I(s-m)p,--h21~n;‘(l)- z (iCc2>&+m’(l) 

i=o i= I 

where Q(z) = -XZZ* + [A, + X2 + ip, + (s-m)pJz - m s-m-l 

(s - m)p2 and K,(z) = 0. Similarly, for i = m, Eq. (2) can = 1 x As-m-Ap2Pij 

be expressed as 
i=O j=l 

Q(z)K(z)=(i+ 1)cc1zII~+~(z)+X,zII~_,(z)+(~- 1)~~ 

s-m- I s-m- I 

s - n s-i- I 

+ ;J+, ,F; As - i -&2Pij. (11) 

X z (s-m---j)PQzi-X, x Ptizi+‘, 
j=O j=O Replacing AZ/p2 by ~2, the mean number of data packets in 

(7) 
the system can thus be derived as 

m r--m-l c--n r-i- I r--n 

s - n 
2 C -j(s-m-j)Pij+ 2. x j(s-i-j)P,+ C (i-m)lJ’(l)+P2 

Z I&‘(l) = 
i=O j=l i=m+l j=I i=m+ 1 

i=O s-m--p2 

where D;(z) = -X2z2 + [A, + in, + (s - rnMz - Using Eq. (12) and applying Little’s Formula, we can obtain 
(s -rnm)pZ and II_,(z) = 0. For m + 1 % i 5 s - n - 1, the mean data delay as 

Eq. (3) becomes s - n 

Di(Z)ni(Z>=(i+ l)PdJ+t(Z> + (Z- 1 )P2 
C Q’(l) 

T = mean data delay = ‘=’ h2 . (13) 

Consequently, as shown in Eq. (12) and (13), to compute T, 

II/‘(l) (i = m + 1 to s - n) and P, have to be solved. Now, 

let us temporarily turn our attention to the blocking prob- 
ability (Ps) for voice traffic. Notice that P8 be expressed as 

PB = voice blocking probability = 1 

S-i- I s-i- I 

x 1 (s-i-j)P& A, x Pjjz’f’+X, 
j=O j=O 

s - i 

X z Pi_ ],jzi+'t (8) 
j=O 

where D;(z) = --h2z2 + [X2 + ip I + (s - j)pdz - 6 - h. 
Finally, for i = s - YZ, Eq. (4) can be similarly derived as 

S-i- 1 

D;(Z)II;(z) = (z - l)p2 x (s - i -j)Piiz’ + A, 
j=O 

S-i 

X x Pi_ ],jzi+ ‘9 
j=O 

(9) 

where Q(z) = ---X22’ + [A2 + ice I + (s - ~)CLZ]Z - (s - i)P2. 
Now, summing Eq. (6)~(9), we obtain 

s - n 

1 si(ZPj(Z) = [(S - @Cc2 - A24 2 Q(Z) 
i=o i=o 

s - n 

+ J+, lb - ib2 - X24JIik) 

= z x (s-m-j)p2Pijz' 
i=O j=O 

c-n r-i- I 

+ i=II+, ,zo (s - i -_j)Pz@. (10) 

(12) 

r s-n-Is-i-1 1 

- 

i 
IIo(l)+II,(l)+...+n,_,(l,+ 1 x Pij . 

i=m j=O 1 

(14) 

Setting z = 1 in Eq. (6), (7), and (S), one can derive 

II;(l)= F 
1 I 

II;+,(l), for i=O,l,..., m- 1; (15) 

and 

s-i- I 

= 77 
Pij= 

i+ 1 

[ I 
II,+,(l), for i=m,m+l,..., s-n- 1. 

j=O 

(16) 
Since ~‘~o”IL;( 1) = 1, from Eq. (14), (15), and (16), PB can 
be expressed as 

pB=[&(1)+~tn+,(1)+ . . . +II,-,(I)] 

- ?(m+ l)Il,+,(l)+(m+2)~m+2(1)+... 

+(S--n)~,~-_.(l)l=~~~(l)+ ;;g(l - i)4(1). 

Differentiating Eq. (10) with respect to z and setting z = 1, (17) 
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II,,,(l) in Eq. (17) can be computed recursively from Eq. last m equations needed. Accordingly, the mean delay of 

(15) as data traffic and the blocking probability of voice calls can 

Now in order to compute T and Pa, we must calculate IIi( 1) 

and IIi’( l), where m + 1 5 i 5 s - n, and the steady state 

probabilities, P,. Differentiating Eq. (8) and (9) with respect 
tozandsettingz= l,weobtainIIi’(l)(m+ 1 %iss-n) 

recursively. Similarly, setting z = 1 in Eq. (8) and (9), one 

can derive II;(l), where m + 1 5 i 5 s - n. Consequently, 
by Eq. ( 12), the terms left undetermined are the following 
steady state probabilities: 

(I) P,, where isrn andjss-m- 1; 

and 

(2)Pij, wherem+lsiss-nandjss-i-1. 

Note that Eq. (l)-(4) do not provide enough independent 

equations to solve these steady state probabilities. This is 
because (s - n) additional unknowns, that is, Pir.+, (for i = 1 

to m - 1) and P,~_i (for i = m to s - n), have to be resolved. 

Therefore, we must discover another (s - n) additional 
independent equations. First of all, setting z = 1 in Eq. 

(lo), we obtain one additional equation. Moreover, let 4i 
be the root of D;(z) inside (O,l), where 

thus be obtained directly from Eq. (13) and (I 7). 

2.3. Analytical and simulation results 

To verify the accuracy of the analysis, we undertook an 

event-driven simulation. In the simulation, we assumed that 
there were two types of arrivals (voice and data) and six 

channels in the system. Voice traffic would balk from the 

system at the lack of free channels at the time of its arrival. 
In contrast, data traffic would be buffered should all 

channels be busy. Both types of traffic are handled in an 

FIFO manner. 

Fig. 2 shows the mean data delay as a function of the 
offered data-traffic intensity. The figure demonstrates that 

our analytic results agree with simulation results with 

negligible discrepancy. Moreover, the figure reveals the 
high sensitivity of the mean data delay to a ( = p2/p,, i.e. 

the ratio of voice service time to data service time). We have 
observed a salient phenomenon which is that the data delay 

oscillates as the data-traffic intensity increases. The larger a 

is, the more the data delay oscillates. This phenomenon can 

6 = 
x2 + ip, -l- (s - 1’)cL:! - JIX, + i/J, + (s - i)/Q]2 - 4(s - i)Xz/Q 

2h2 

where m + 1 5 i I s - n - 1. Equating the zeros on both 
sides of Eq. (8) provides (s - m - n - 1) additional equa- 

tions to be used for finding the steady state probabilities. 

Now, we have to discover the last m equations. For i 5 m, let 

ih,/.4,Z2 
Ai = D;(Z) - A; _ , (z)~ (19) 

where A_,(z) = 1. From Eq. (6), (7), and (19), we have 

,--m-1 

j=O 

s - m - I 

m (hlZ)‘“-i z (S-m -j)Pijz' 

+cz- I)/42 1 

j=O 

If- I (20) 
i=o 

I-I A&) 
k=j 

where II~:,~A&> - 1. Notice that A,,(Z) has m distinct 
roots between (0,l). The proof is presented in Appendix. 
Equating the zeros on both sides of Eq. (20) provides the 

be inferred from the following fact. Since voice calls often 

last on the order of minutes, while the duration of data 
transmissions may elapse only on the order of milliseconds, 

the periodic termination of voice calls can decrease data 

delays profoundly. Fig. 3 shows the same effect on the 
oscillations of the mean data delay with a constant a and 
different voice-traffic intensity. 

On the contrary, we have discovered that the voice call 
blocking probability is irrelevant to a. As shown in Fig. 4, 
the blocking probability increases with the voice-traffic 

intensity. The effect on the mean data delay under various 
bandwidth assignments (i.e. m and n) is depicted in Figs. 5 

and 6. In particular, Fig. 5 shows that the greater number of 
channels reserved for data, the later the delay oscillation 

takes place. Fig. 6 further illustrates the enormous increase 
in the mean data delay with m. Finally, Figs. 7 and 8 are 
plots of the voice call blocking probability as a function of pz 
under different bandwidth assignments. Not surprisingly, 
the blocking probability increases with n and decreases 
with m. 
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500- (s,m,n) = (6,O.O) 
PI = 2 

400- a=5oooo :--= - (analysis) 
- (simulation) 

CZ=5000 . - - -(analysis) 
. - - -(simulation) 

4 5 

Data-traffic intensity, p2 

Fig. 2. Mean data delay under various u. 

b,m,n) = (6,O.O) 

= 0.4 : : : : : :gg;(‘) 

Data-traffic intensity, ~2 

Fig. 3. Mean data delay under various p ,, 

1.0 
(s,m,n) = (6,090) 

0.8- 
a=5000 

p, = 0.4 : ---(analysis) 
-_-(simulation) 

84 
M O-6_ PI = 2 : =::- 

-(analysis) 
(simulation) 

: - - - - - - - -(analysis) 
_ _ _ _ _ _ _(simulation) 

Data-traffic intensity, ~2 

Fig. 4. Voice-call blocking probability. 
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(%- p, =2 
a=5000 

20- 

-- 

Data-traffic intensity, pz 

Fig. 5. Mean data delay under various n 

Data-traffic intensity, p2 

Fig. 6. Mean data delay under various m. 

249 

Data-trail% intensity, pz 

Fig. 7. Blacking probability under various n. 
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‘;;i - 60.0) := - v (analysis) 

g 0.6- 
- - (simulation) 

(6,2,0) :C:: 
- (analysis) 
- (simulation) 

- (6,40) 

i 0.4- 
:::::::::g$g;“) 

0 1 2 3 4 5 
Data-traffic intensity, p2 

Fig. 8. Blocking probability under various m. 

3. Paradigm construction algorithm 

Based on the analytic results, the bandwidth assignment 
paradigm can be constructed as follows. 

3. I. Algorithm for paradigm construction 

Given Xi, hZ, p ,, p2, T+ (the QoS of data traffic), and P: 

(the QoS of voice traffic) 

for designated voice channel m = 0 to s - 1 
(for designated data channel n = 0 to s - m - 1 

{compute mean data delay (7) under assigned channel 

usage (s, m, n) (by Eq. (13)); compute voice blocking 
probability (P,) under assigned channel usage (s, m, n) 

(by Eq. (14)); 
if (T I T+) add (s, m, n) to the data-QoS paradigm; 

if (Ps I PL) add (s, m, n) to the voice-QoS paradigm; 

if (T % T+ and P, 5 Pi) add (s, m, n) to the system- 

QoS paradigm] 
(End of Algorithm) 

Table 1 

Paradigm satisfying voice QoS 

3.2. Complexity 

The run time complexity of the paradigm construction is 

computed as follows. First of all, notice that the steady state 
probabilities are computed by means of Gaussian elimi- 
nation. The complexity of Gaussian elimination [25] for N 

unknowns and N simultaneous equations is 0(N3). Thus, in 
the case of the paradigm construction, N becomes (m + 1) 

(s - m) + (s - m - n)2. In addition, a network with s 

channels has s (s -t I)/2 combinations of (s,m,n). Conse- 
quently, the run time complexity of the paradigm con- 

struction is (s(s + 1)/2) X O(N”). It is worth noting that, 
since the construction of the paradigm is polynomial 
bounded, the recomputation of the paradigm due to the 
rearrangement of VPs can be performed in semi-real time. 

Consequently, the channelized bandwidth can be managed 
accurately and adaptively. 

Using the paradigm construction algorithm, we construct 
the bandwidth assignment paradigms for a system with six 
channels. The constructed paradigms realize the sets of 

PZ PI 

0.5 I 2 

0.5 (6,0,0), (6.1.0). (6.2.0). (6.3,0) 

(6.0, I ), (6, I. I ), (6,2,1), (6.3.I ) 
(6,0,2), (6,1,2), (6,2,2), (6.3.2) 

(6,0,3), (6.1,3), (6.233). (6,430) 

(6,0,4), (6.1,4), (6.5.0). (6,4,]) 

(6,O,OA (6. I,O), (CLO). (6.3.0) 

(6,0, I ), (6.1, I ), W, 1). (6,3,] ) 
(6.0.2). (6,1,2). (62,2), bV.2) 
(6,0,3), (6.1.3). (62.3). (6.4>0) 

(6.0.4). (6,174). (6,5.0). (6,4. I ) 
(6.0.0). (6.1 ,O), (6,2.0), (6.3.0) 

(6.0, I ), (6,1,1), (6.2, I ), (6.3, I ) 

(6,0,2), (6.1.2). (6.2,2), (6,332) 

(6,0,3), (6,1,3), (6,2,3). (6,4.0) 

(6.0.4). (6.194). (6,5,0). (6.4.1) 

(6,0,0), (6,1,0), (6,LOh (6.3.0) 

(6.0.1). (6. I. I). (6,2, I ). (U,]) 
(6.0.2). (6,1,2), (6.22). (6+3,2) 

(6.0.31, (6.1,3), (6,X3). (6,470) 

(6,5.0), (6,431) 

(6,0,0), (6.1 .W. (CLO). (6.330) 

(6,0,1), (6,I. I ). (6,2,] L (6.X 1) 
(6.0.2). (6, I,2), (62.2). Ok%9 
(6,0.3), (6.I.3). (6,2,3). (6,470) 

(6,5,0), (6.4, I ) 
(6.0.0). (6, ].O). (6,2L% (6.3.0) 
(6.0, I ), (6.]>] h (6.2. I ). (6.X 1) 
(6,0,2), (6. I.2). (6,22h (6.32) 
(6,0,3), (671.3). (6,2,3), (6.4,0) 

(6,5,OL (6,4.1) 

(6,0.0), (6.1 .O), (CW, (6AO) 
(6.03 1). (6,I.l L (62 1). (6.3, I) 

(6,4,0), (6,4,1), (6.5.0) 

(6,W. 6 I ,Oi, (62.0). KW) 
(6.0.1). (6.1.1). (6,2,1), (6,3,1) 

(6,4,0), (6,4,1), (6,5,0) 

(6,3.0), (6.3,I). (6,4,0), (6.4.1) 

(6,5.0) 
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Table 2 

Paradigm satisfying data QoS 

251 

P2 PI 

0.5 

0.5 (6.W). (6.1 ,O). Ki2.0). (6,3,0) 
(6,031). (6,1,1), W,l), (6,X1) 
(W.2). (6,1,2), Ki2,2), (6,X2) 
(6,0,3), (6,1,3), (6,X3), (6,4,0) 

(6,0,4). (6,1,4), (6S.O). (6,4,1) 

(6,0,5) 

(6,0,0), (6, I LO, WW), (63) 
(6,0,1), (6.1.1), CW,l), 63.1) 
(6,0,2), (6,1,2), 62,2L (6,3,2) 

(6,0,3), (6,1,3), (6,2,3) 

(6,0,4), (6,1,4) 

(6,OS) 

(6,0,0), (671 ,O), 62,0), (6.W) 
(630.1). (6,l,l), (6,2,1), (6,3,1) 
(6.W (6,1,2), (6,2,2), (6,X2) 

6.03, (6, I .3), (6,2,3) 

(6,0,4), (6,174) 

(6.0.5) 

I 

(6.W). 61 K’). (6,W). (6,X0) 
(6,0,1), (6,1,~),(6,2,1), (6,X1) 
(6.0.2). (671 A (6,2,2). (624) 
(6,0,3), (6, I ,3), (6,X3), (6,4,0) 

(6.0,4), (6.1.4). (6v5.0). (6,4,1) 

(6.03 
(6.W). 61 ,O), WQ.0). (6.3.0) 
(6,0,1), (6,l,l), (6.2,1), (6,3,1) 
(6.02). (6,1,2), (6,2,2L (6.32) 

(6,0,3), (6,1,3). (6J.3) 

(6.04). (6,1,4) 

(6,OS) 

(6,0,0), (6,l.O). (6,2,0), (6,3.0) 

(6,0,1), (6,1,1), (6,2,1), (6,3,1) 
(6.0.2). (6.192). (6,2.2), (633.2) 

(6,0,3), (6,1,3), (6,273) 
(6.0.4). (6.124) 

(6,0,5) 

(6,O,lL (6,1,1).(6.2,1), (63.1) 
(6,0,2), (6,1,2L (6,2,2L (633.2) 

(6,0,3L (6,1,3), (6,2,3) 
(6,0,4L (6,1,4), (6.4.1) 

(6.0.5) 

(6,O.l). (6,1,1), (6,2,1), (6.3.1) 
(6.0.2). (6,1,2), (6.2.2). (633-2) 

(6,0,3), (6,1,3), (6.2.3) 
(6.0.4). (6, I .4) 

(6.0,5) 

(6.031). (6, I, 1). (62, I ), (6,X1) 
(6,0,2), (6,1,2L (6,2,2), (6,3,2) 

(6,0,3h (6,1,3L (6,233) 
(6,0,4), (691.4) 

(6.0,5) 

optimal bandwidth assignments satisfying QoS of no more 
than 10 units of data delay and 0.15 of voice call blocking 

probability. Table 1 shows a bandwidth assignment para- 
digm satisfying only the QoS of voice traffic. For instance, 

the set of bandwidth assignments ((6,3,0), (6,3,1), (6,4,0), 
(6,4,1), (6,5,0)} guarantees that the blocking probability is 

less than 0.15 under load p , 5 2 and p2 5 2. Table 2 shows a 
bandwidth assignment paradigm assuring the QoS of data 
traffic. Finally, Table 3 presents a bandwidth assignment 

paradigm assuring the QoS of both types of traffic. 

The maximum values of p , and p2 presented in the tables 
are carefully selected so that there exists at least one optimal 

bandwidth assignment under a heavy load. If the network 

load increases greatly, an optimal bandwidth assignment 
may not exist. If so, an approximate assignment can be 

used instead of an optimal one. This is also true if a more 

Table 3 

Paradigm satisfying system QoS 

stringent QoS is required. Under light loads, there may exist 
more than one optimal assignment selection satisfying QoS. 

The ultimate bandwidth assignment can thus be selected 
based on more significant requirements. 

4. Conclusions 

This paper first analyzed a multichannel flexible- 

boundary queueing system allowing reservations for both 

voice and data traffic, The system was based on a con- 

tinuous-time model. The derivation of the mean data 

delay and the voice-call blocking probability was presented. 

One salient result was that the data delay oscillates as the 
data-traffic intensity increases. Another finding was that the 

mean data delay is highly sensitive to a, the ratio of voice 

PZ PI 

0.5 I 2 

0.5 (690.0). (631 .O), (6,2,0), (6,3,0) 
(6vO.l), (6,1,1), (6.2.1). (6.3.1) 
(6,0,2), (6,192). (6,2,2), (6,3,2) 
(6,0,4), (6,1,4), (6,5,0), (6.4.1) 
(6,O,OL (6.1 .O), (6.2.0). (6.3.0) 
(6,071). (6,l.l). (6,2,1), (6,3,1) 

(6,0,2), (6.I.2). (6,2,2). (6,332) 
(6.0,3), (6.I.3). (632.3) 

(6.0.4). (671.4) 
(6.0.0). (6,I.O). (6.2,Oh (6,3.0) 
(6.091). (6,1,1), (6.2,1), (6,3.1) 
(6.0.2). (6.1,2). (6.2.2). (6.332) 

(6,0,3), (6.1.3), (6,2,3) 
(6,0.4), (6,174) 

(WLO), (631 X9, (6,2,0), (63.0) (6,0.1), (6,l.l). (6,2,l), (6.X1) 
(6.0,l). (6,1,1), (6.2.l). (6Al) (6,491) 
(6.0.2). (6,1,2), (6.2.2). (6v3.2) 

(6.5,0), (6,4,1) 
(6,0,0), (6,1.0), (6,2,0), (6.3,0) (6.0, I ). (6, I, 1). (6,2,1 L (633, I ) 
(6,0.1),(6.1,1),(6,2.1),(6,3,1) 
(6.0.2L (6,1,2), (6,2,2), (6,3,2) 

(6,0,3L (6,1,3), (6,273) 

(6,O.O). (6.1 ,O), (6,2,0), (6,3.0) (6.3,1) 
(6.0.1). (6,l,l), (6.2,1), (6,3,1) 
(6,0,2), (6,1,2), (6,2.2). (6.372) 

(6.0.3). (6,1.3), (632.3) 



service time to data service time. The paper then proposed a 
paradigm construction algorithm for the bandwidth 
assignment to voice and data. In addition, the bandwidth 
assignment paradigms for a six-channel system was 
constructed to realize the sets of optimal bandwidth 
assignments satisfying QoSs under three types of network 
loads. Finally, the paper indicated that the construction of 
the paradigm requires polynomial-bounded run time 
complexity (s(s + 1)/2) X 0(N3). This fact allows the 
recomputation of the paradigm due to the rearrangement 
of VPs to be performed in semi-real time. 

Appendix 

It can be shown that, from Eq. (6) and (19), 

A;(O)Ai(l) < 0, for i=O, 1, . . . . m- 1. 

Therefore, A i(z) must have one root between (O,l), for i = 0, 
1 ,..., m - 1. Furthermore, referring to Eq. (19), for i = 0, 
1 ,...,m, we get 

Ai(z)Ai- l(Z)=Di(Z)Ai- l(Z)--ihl~lZ*, (21) 

where A_,(z) = 1. Since Ai has one root between (O,l), 
expression Di(z)A i_ I (z) - ix 1 u ,z2 also has one root between 
(O,l), for i = 0, I ,..., m - 1. Using Eq. (21) and after 
algebraic simplification, we can express A,(z) as 
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A 
m 

(z) = ~o(z)[~,(zMo(z) - Gw*] [~2W4,W - W,z2] ... [QnWm- I(Z) - mUw*] 
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Eq. (22) states the fact that A,(z) has m roots between (0,l). 
Finally, it can be easily proven that if zi is the root of A i(z), Zj 

is the root Of Aj(z), and i # j, then zi # Z.j. This concludes our 
proof that A,(z) has m distinct roots between (0,l). 

To determine m roots of A,(z), we developed a computer 
program which used the Homer’s rule [26] and the Newton- 
Raphson method with synthetic division (271 supposing that 
Newton-Raphson method converges after K iterations in 
the worst case. In addition, using the Homer’s rule, A,(z) 

can be evaluated in O(m) steps. Hence, the complexity of 
finding m roots of A,(z) is K X O(m2). 
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