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Abstract 

It is common that users or hosts in a large network are partitioned and organized as a hierarchical tree where children of the same parent 

form a group. Secure broadcasting intends to provide a secure communication channel from a sending principal to a group of legal receiving 

principals. Only legal receiving principals can decrypt the message, and illegal receiving principals cannot acquire any information from the 
broadcasted message. In this paper, we propose a secure broadcasting protocol in which only one packet is transmitted for every broadcast, 

and the size of the broadcasted packet is small. 0 1998 Elsevier Science B.V. 
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1. Introduction 

With the rapid development of computer networks, net- 
work security becomes an important issue. Generally, there 

are two types of communication in networks. One is the 
point-to-point type of communication which only concerns 

about two communicating principals. (A principal is an 
entity in a computer network which can send or receive 

messages. For example processes, users and stations can 
be principals.) Messages of this type can be protected either 
by private key cryptosystems or by public key cryptosys- 

terns [l--5]. The other one is the point-to-multipoint com- 
munication, also called broadcasting, in which a single 

transmission from a sending principle may be received 

simultaneously by many receiving principals [6]. Broad- 
casting technique is very useful in many applications, 
such as local area networks, satellite channels, and packet 

radio networks, when a message must be sent to several 

principals at the same time. As an example consider the 
sending principal and the legal receiving principals form a 
conference group. Secure broadcasting protocols can be 
regarded as conference-key distribution protocols in which 
the shared conference session key is broadcasted by the key 

distribution center to the conference members [7,8]. 
Secure broadcasting protocols intend to provide a secure 

communication channel. In the protocol, the sending prin- 
cipal broadcasts an encrypted message in a computer net- 
work, and only legal receiving principals can decrypt the 
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message. Illegal receiving principals cannot acquire any 

information from the broadcasted message. In contrast, the 
sending principal using point-to-point approach must 

encrypt the message and transmit the ciphertext to the 
receiving principals, individually. Clearly, it is very ineffi- 

cient because multiple copies of the ciphertext need to be 
transmitted [6]. 

Chiou and Chen proposed two secure broadcasting pro- 

tocols, one is based on the public-key cryptosystem (PUBP 
in short), the other is based on the private-key cryptosystem 
(PRBP in short) [9]. These protocols are summarized as 

follows. The sending principal broadcasts the ciphertext 
(C,, C,) in the computer network, where C, is used by the 

legal receiving principals to obtain the communication key 
CK, and C2 is the ciphertext of message M, encrypted by 

CK. When a legal receiving principal receive the ciphertext 
(C,, C2), he first uses his secret key to recover CK from Ci, 

and then uses CK to decrypt C2 and acquire message M. 
Although these broadcasting cryptosystems are able to pro- 

vide secrecy, the size of the packet being broadcasted are 
much larger than the original message. Assume that the 
number of legal receiving principals is n. Then the length 
of C, is n times longer than that of CK in their protocols. 

Comparing with the point-to-point approach, these proto- 
cols will not lead to a better result. This is the case because 
the length of C, is even longer than the total length of CKs 
being transmitted in the point-to-point approach (the length 
of C, will be n times of the length of CK in this approach). 

Other broadcasting protocols employ a central authority 
server (CAS) in a computer network [ 10,111. In these 
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protocols, the ciphertext C, is saved in a public table which represented by a leaf in a tree. Groups (children) sharing 

is only used once. The ciphertext (Cz) broadcasted in these some characteristics form a sup-group (parent group), repre- 

protocols is smaller than the ciphertext (Ci, C,) used in sented by a subtree. That is, the union of groups in a subtree 

other protocols. However, the nonce public table needs to forms their parent group. The root of the tree represents the 

be broadcasted for every transmission in their protocols, and universal group which is the group of all principals in the 

its size is not smaller than C,. Therefore, these protocols network system. The following example helps us to demon- 

have the same problem. strate the tree structure of the principal groups. 

In this paper, we propose a secure broadcasting protocol 
which is capable of reducing the size of network message C, 

in a hierarchical tree of principals. In our protocol, only one 

packet is transmitted for every broadcast, and the total size 

being broadcasted is smaller than that in other protocols. 

This paper is organized as follows. In Section 2, we intro- 
duce the hierarchical tree of principals and discuss key 

management in the environment. In Section 3, we propose 

and analyze our secure broadcasting protocol. In Section 4, 
we give a comparison of our protocol with other protocols. 

Finally, we conclude this paper in Section 5. 

2.1. Example I 

Assume that a department consists of six members 

UI,..., &. Let G, = (U,} ,...,G6 = {ug] be the leaves of a 

tree. Among them, u,, u2, and U) belong to the same labora- 

tory; u4, and us belong to the other one. u6 is a teacher of 

the department. So, u,, u2, and u3 are combined into group 
G, ( = {u ,, u2, u3)); and u4 and us are combined into group 

Gs ( = {u4, u5}). The group of the department G9 is 

IUl ,..., ZQ,] which is the union of G6, G,, and Gs. The tree 
structure of the department is shown in Fig. l.In the follow- 
ing, we propose the key assignment method for groups of 

principals with a tree structure. This will help us to realize 
the concept of secure broadcasting. We assume that every 

principal in a network system has only a secret key. The 

main purpose of the key assignment is to provide that every 
group Gi has a group key k; and every principal in Gi can 

derive the group key from his secret key, but a principal 
outside Gi cannot. In the group tree, G; C Gj if the node of 
Gi is the descendant of the node Gj in the tree. It means that 

one knowing the group key of Gi can also derive the group 
key of Gj in the tree. 

2. Key management in a hierarchical tree of principals 

It is common in many applications that members of a 

working group are organized as a hierarchical tree. For 

example a university has the tree structure containing col- 

leges, departments, laboratories, and students (teachers), 
from root to leaves. The hierarchical structure can be 
shown in Fig. 1, where each node represents a group of 
principals, and each group may contain one or more princi- 

pals. A lower level group is contained in its ancestral 

groups. We formulate the concept of hierarchical groups 
of principals by using graphic interpretation as follows. 

We use tree structure to represent the structure of groups 

of principals. Each node in a tree corresponds to a group. A 
group may contain one or many principals. Every principal 

in a network system is regarded as a group and is 
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Fig. I The tree structure of user groups. 

We assume that there is a center authority (CA), which is 
responsible for key generation and key distribution. The key 
generation and derivation algorithms for the groups in the 
tree structure can be described as follows. 

2.2. Key generation algorithm 

CA first selects two large prime numbers, p and q, satis- 

fying the RSA assumption [5]. Let N = p X q. CA travels 
the nodes in the tree of hierarchical principal groups from 
the root to leaves, and from left to right. 

If the node is G, which is the root of the tree, then CA 

assigns a random number k, (mod N) as the group key of 
G,, and selects a pair of (T,, S,) such that T,,.S, = 1 [mod 
d(N)], where T, is public and S, is secret. 

If the node G; is not the root or a leaf, we assume that 
node Gj is the parent of node G; and the group key of Gj 
is k? CA computes k; = (kj)“’ (mod N) as the group key of 
Gi and selects a pair of (Ti, Si) such that T<Si = 1 (mod 
4(N)), where T; is public and Si is secret. 
If the node Gi is a leaf (the group contains only one 
principal) of the tree, we assume that node Gj is the 
parent of node Gi and the group key of Gj is kj. CA 
computes k; = (kj)“’ (mod N) as the group key of G; 
(the secret key of the principal). 
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2.3. Key derivation algorithm 

Assume that u,~ is a principal in the group G;, who wants 

to get the group key ki of G;. We assume that the principal 
corresponds to the group G,, i.e. G, = {u,~), and G, is the 
parent of G,Y. 

1. If G,? = Gj, then the group key k; of G; is equal to k,V (the 

secret key of the principal). 

2. If G,Y f G;, then G, C Gr C G;. u, who owns the group 
key k, can compute the group key k, of G, by kf = (k,)? 
(mod N). Upon the group key kf of Gr is determined, the 
group key k, of G, can be computed by k, = (kr)T, (mod 

N) where G, is the parent of GP The same processes are 
repeated until the group key kj is derived. 

2.4. Security analysis 

We herein consider the security problem that whether a 

principal outside the group Gi can derive the group key ki of 
G,. The first possible case is that a principal outside the 

network wants to get the group key ki of Gi. In this case, 

he can obtain only the public information Ti. Assume group 
Gj is the child of Gi. Therefore, ki = (kj)T, (mod N). Because 
k, is unknown, he is unable to get the exact group key ki of 
Gi. The second possible case is that a principal outside 

group G; wants to get the group key ki of Gi. The possible 
solution is first to get the group key k, of G, where G, is the 

ancestor of G;. And then, he tries to compute the group key 

ki of Gi from k, of G,. Let us consider the relation between 
the group key of parent Gf and the group key of child G,. We 
assume that the group key kf of Gf is known. Because 
kf = (k,)? (mod N), it is infeasible to compute k, as a result 

of the difficulty of factoring the product of two large 
prime numbers [5]. So, it is infeasible to compute the 

group key of children from the group key of parent. There- 
fore, the principal outside group Gi cannot get the group key 

ki of Gi. 
From the characteristics of the tree structure, we develop 

a key management scheme for it. Every principal in a group 

can recover the group key of the group by using his secret 
key, while principals outside this group cannot get the group 
key. Note that each group key is randomly decided from the 

top to the bottom in the tree structure, and will be used as the 
decryption key of a cryptosystem. In general, the decryption 

key of a cryptosystem needs to satisfy some special con- 
ditions, such as RSA which the decryption key, d, needs to 

satisfy e-d = 1 [mod 6(N)] where e is the encryption key and 
N is the product of two large prime numbers. Therefore, we 

need a mapping function F(.) so that F(kJ = di, where ki is 
the group key of Gi and di is the extended group key which 
is suitable to serve as the decryption key of a cryptosystem. 
For example we define F(k) is the function of the maximum 
prime number which is less than or equal to k. Let Nj = p.4 
and +(NJ > ki, where p and 4 are two large prime numbers. 
Then di [ = F(ki)] is a prime number which is less than 

~#J(N;). Thus there exists an e; so that ei.di = 1 [mod 

4(Ni)]. This means the decryption key di of a RSA crypto- 

system can be derived from k;. In the next section, we 

will discuss secure broadcasting in a hierarchical tree of 

principals. 

3. Secure broadcasting in a hierarchical tree of 
principals 

A principal can be a user, a station, etc., depending on the 
environment where messages are broadcasted. In this sec- 
tion, we discuss secure broadcasting in hierarchical groups 

of principals with tree structure. The communicating proto- 
col is stated as follows. We assume that each group Gi in the 

tree structure has a public value ei SO that (ei, di) is the pair 

of public key and secret key of a public-key cryptosystem. 

Let E,(.) denote the encryption function of the public-key 
cryptosystem using the public key e, and DA.) denotes the 
decryption function of the public-key cryptosystem using 

the secret key d. On the other hand, we use ECK’ (.) and 

D,’ (.) to denote the encryption and decryption functions 
of a private-key cryptosystem with the symmetric key CK 
141, e.g. DES. Without loss of generality, let u. be the send- 
ing principal of a broadcasting, G ,, . . . ,Gk be the groups of 
legal receiving principals in a hierarchical tree where G; Q 
Gj for all ii E ( 1 ,. . .,k], i # j, and there does not exist any 

selection of Gi,. . .,G; such that G; U . . U Gi is in the hier- 
archical tree. 

In our secure broadcasting protocol, the sending principal 
broadcasts the ciphertext (C,, C2) in the computer network, 
where Cl is used by the legal receiving principals to obtain 

the communication key CK, and C2 is the ciphertext of 
message A4, encrypted by CK. A message can be directly 

encrypted in C, when the message space is not larger 
than the communication key space. In this case, C2 is not 
needed. 

3.1. The encryption algorithm 

Case I: the message space is larger than the communi- 
cation key space. 

Case II: the message space is not larger than the com- 
munication key space. 
Input: message M 

Output: (Case I): ciphertext (C,, CJ. 
(Case II): ciphertext (C,). 

Step 1. (Case I): u. selects a random number CK as the 

communication key. 
(Case II): let CK = M. 
Step 2. ug computes E,, (CK) which is the ciphertext of 
CK encrypted by using the public key e; of the public- 
key cryptosystem, for 1 5 i 5 k. 
Step 3. ua generates a polynomial Ax) of degree k - 1 
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interpolating those points (lOi, Epj (CK)) for 1 5 i I k. 

Assume thatf(x) = tk-t’x 
k-l + . . . + t,.x+ to. 

Step 4. u. computes tk = ECK’ (CK) which is the 
ciphertext of CK encrypted by a private-key cryptosys- 

tern with the secret key CK. Let C, = (to ,..., tk). 
Step 5. (Case I): u. divides M into blocks Mr, M2,..., 
Mh where Mi is suitable for encryption, for 1 5 i % h. 

And then u. computes C’, = [ECK’(MI), EcK’(M2), 

. . . , E,-- ‘(Mh)] where EcK ‘(M;) is the ciphertext of mes- 

sage Mi encrypted by a private-key cryptosystem with 
the secret key CK, for 1 % i I h. 

(Case II): Go to step 6. 

Step 6. (Case I): u. broadcasts the ciphertext (C,, C,) 

through the network. 

(Case II): ug broadcasts the ciphertext (C,) through the 
network. 

3.2. The decryption algorithm 

1. 

2. 

3. 
4. 

5. 

Input. (Case I): Ciphertext (C,, C,). 
(Case II): Ciphertext (C,) 

Output. Message M 

Step 1. (Case I): The legal receiving principal Uj who 

belongs to Gi receives (C,, C,), for 1 5 i 5 k. 

(Case II): The legal receiving principal uj who belongs 
to Gi receives (Ci), for 1 I i 5 k. 

Step 2. Uj finds the correct extended group key di and 

communication key CK by 

Computes E,, (CK) = j?JD;) wheref(x) can be obtained 
from C,. 
Computes ki from his secret key by the key derivation 
algorithm in Section 2. 

Computes the extended group key di from ki, 

Computes CK by Ddi [EC, (CK)] = CK, 

Check whether the group key di is correct by testing 

whether DcK’(tk) = DCKr[EcK’(CK)] = CK. 

Step 3. (Case I): Uj Computes messageM = 

Mi llM,lj.. .hfh, where 11 denotes concatenation and 

Mi=DcK’[EcK’(Mi)], for 1 I i 5 .h. 

(Case II): Uj Obtains message M = CK. 

3.3. Security analysis 

Our secure broadcasting protocol may be attacked by an 
intruder using the following means. We show that our pro- 
tocol is secure against these attacks. 

3.3.1. Attack I: Attack to find the extended group key di 

of G;. 
First, the intruder may try to find di of Gi from the cipher- 

text E,, (CK). So, if the public-key cryptosystem used in our 
protocol is secure, then the intruder will fail. On the other 

hand, the intruder may try to find ki of Gi from the key 

management of the hierarchical groups of principals. How- 
ever, we have proven the security of our proposed key man- 
agement scheme in Section 2. 

3.3.2. Attack 2: Attack to find the communication key CK. 

First, the intruder may try to find CK from the cipher-text 
Epj (CK). So, if the public-key cryptosystem used in our 
protocol is secure, then the intruder will fail. On the other 

hand, the intruder may try to find CK from the ciphertext 

EcK’(CK) and EcK’(M). So, if the private-key cryptosystem 

used in our protocol is secure, then the intruder will fail. 

3.3.3. Attack 3: Attack to jnd the message M. 

The intruder may try to find message M from the cipher- 
text ECK’(M). So, if the private-key cryptosystem used in 

our protocol is secure, then the intruder will fail. 
From the discussions above, we conclude that if the pub- 

lic-key cryptosystem and the private-key cryptosystem used 

in our protocol are secure, then our protocol is secure 
against these attacks. 

4. Comparison with other protocols 

In this section, we compare the size of broadcasted 
ciphertext (C,, C,) in our protocol with other well-known 
secure broadcasting protocols. First, we compare our proto- 

col with PUBP and PRBP proposed by Chiou and Chen [93. 
The size of Cz in our protocol is the same as their protocols. 
The size of Ci in their protocols is in O(n) complexity where 

n is the number of legal receiving principals. In contrast, the 
size of C, in our protocol is only in U(k) complexity where k 

is the number of groups. In general, a group in a broadcast- 
ing environment contains many members, that is, k is far 
smaller than n. (This is the environment where secure broad- 

casting protocols are frequently used.) In this case, the 

improvement is significant. In the worst case that every 

group contains only a legal receiving principal, our protocol 
is at least as good as other protocols. Secondly, we compare 
our protocol with other broadcasting protocols which 

employ a central authority server (CAS) in a computer net- 
work [ 10,l 11. In these protocols, the size of C2 is the same 
as the one used in our protocol. The ciphertext Ci in these 

protocols is saved in a nonce public table. However, the 
nonce public table still needs to be broadcasted for every 

transmission in these protocols, and its size is in G(n) com- 
plexity where n is the number of legal receiving principals. 
Therefore, the total size being broadcasted in these protocols is 
much larger than that in our protocol. The comparison of exist- 
ing protocols with our protocol is summarized in Table 1. 

5. Conclusions 

In this paper, we propose an efficient secure broadcasting 
protocol. In the protocol, only one packet needs to be 
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Table 1 

Summary of secure broadcasting protocols’ performance 

Protocol Size of broadcasted packet (Ci) Size of nonce public table Total size being broadcasted 

Chiou and Chen’s PUBP [9] 

Chiou and Chen’s PRBP 191 

Chang and Wu [lo] 
Chang and Wu [ 1 I] 

Our protocol 

O(n) 

O(n) 
NA 

NA 

O(k) 

NA 

NA 

O(n) 

O(n) 
NA 

O(n) 

O(n) 

O(n) 

O(n) 

O(k) 

transmitted for every broadcast. The length of the packet is 

only in O(k) which is small, comparing with O(n) in other 
protocols. Every receiving principal in our protocol holds 

only one secret key which can be used to derive the group 

keys of his ancestral groups in the hierarchical tree structure. 
Furthermore, our protocol also ensures that a principal out- 

side a legal group fails to get the group key. 
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