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Deregistration Strategies for PCS Networks

Yi-Bing Lin, Senior Member, IEEE

Abstract—This paper studies three deregistration strategies [2] suggest that a portable be deregistered by default after a
(explicit, implicit, and timeout (TO) deregistration) for personal  certain time period elapses without the portable reregistering.
communication service (PCS) networks to determine the network This scheme is referred to as timeout (TO) deregistration [11].

conditions under which each strategy gives the best performance. I . - L
Two performance measures are considered: 1) the probability Another possibility is to perform deregistratiemplicitly [2],

« that a portable cannot register (and receive service) and 2) [7]. Suppose that the database is full when a portataerives

the number of deregistration messages sent in a strategy. For at an RA. The implicit scheme selects a record based on
the same database sizey is smaller for explicit deregistration some replacement strategy. This record is deleted and is then
(ED) than it is for TO or implicit deregistration (ID). On the reassigned tg. Note that the record being replaced may be
other hand, ID does not create any deregistration message traffic. s . . .

With an appropriate TO period, the deregistration message traffic valid, n which case the Corresponc_llng portable IS forged to
for TO deregistration is much smaller than the traffic for ED. dereg|ster. Thus, the Size Of the reg|strat|0n database (|.e., the
Suppose that there areN portables in a registration area (RA) amount of resources) must be sufficiently large so as to ensure
on the average. To ensure thata < 107", our study indicates that the probability of a valid registration record being replaced
that if the database size is larger than &', then the implicit is extremely low (say 1703)_ Lin and Noerpel [7] proposed an

scheme should be selected (to eliminate deregistration traffic). If . . . S
the database size is smaller than 155, then the explicit scheme analytical model to determine the database size for an implicit

should be selected. Otherwise, the TO scheme should be selecte§cheme that selects the oldest record for replacement. This
to achieve the best performance. paper proposes analytical models to study the explicit scheme,
Index Terms—Deregistration, home-location register, mobil- implicit scheme with a new replacement strategy, and TO

ity management, personal communications services, registration, Scheme.
visitor-location register.

Il. EXPLICIT DEREGISTRATION

I. INTRODUCTION - : . .
In the explicit scheme, a registration record is deleted when

HIS PAPER studies three deregistration strategies fgife corresponding portable moves out of the RA. Thus, the

personal communication service (PCS) networks. In database is full if and only if the number of portables in the RA
PCS network, registration is the process by which portables ig-arger than the size of the database. To derive the probability
form the network of their current location (registration area @hat a portable cannot register at a particular RA, we first derive
RA). We assume that a location database (i.e., visitor-locatigie distribution for the number of portables in an RA. ébe
register or VLR) is assigned to exact one RA (although the expected number of portables in an RA. Suppose that the
VLR may cover several RA’s in the existing PCS systems). fesidence time of a portable in an RA has a general distribution
portable registers its location when it is powered on and whejith the density functionf(¢) and mean Au. In the steady
it moves between RA's. If the database is full when a portabigate, the rate at which portables move into an RA equals the
arrives, the portable cannot access the services providedrfie at which portables move out of the RA. In other words,
the PCS network. When a portable leaves an RA or shuts git rate at which portables move into an RAgis= Ny, The
for a long period of time, the portable should be deregisteregrival of portables can be viewed as being generated f\om
from the RA so that any resource previously assigned to thgut streams, which have the same general distribution with
portable can be deallocated. arrival ratep. If NV is reasonably large in an RA, the net input

In 1S-41 [1], [3], the registration process ensures that tream is approximated as a Poisson process with arrival rate

portable registration in a new RA causes deregistration 40 Thus, the distribution for the portable population can be
the previous RA. This approach is referred to as expligiodeled by anM /G /oo queue with arrival ratey and mean
deregistration (ED). This approach to deregistration may creaésidence time /. Let 1, be the steady-state probability that
significant traffic in the network [8]. Also, ED does nothere aren portables in the RA. This model was validated
provide a means of deregistering portables that are shut @ffainst simulation experiments by Lin and Chen [6]. By the
broken, or otherwise disabled for a significant period of timgtandard technique [4]
Bellcore personal access communications systems (PACS’s)

Manuscript received July 29, 1996; revised November 21, 1996. This work
was supported in part by the National Science Council under Contract NSC
86-2213-E-009-074.

The author is with the Department and Institute of Computer Science apqig_ 1(a) plots the population distribution whéa = 50, 100,

Information Engineering, National Chiao-Tung University, Taiwan, R.O.C. (e- . .. .
mail: "ny@csie@fnctu,edgulm). 9 y &nd 150, respectively. Skew distributions are observed for

Publisher Item Identifier S 0018-9545(98)00715-4. small N values. We note that the typical number of portables

(n/pw)yre=/m)  NmemN
n! a7

n

1)

0018-9545/98$10.000 1998 IEEE



50 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 47, NO. 1, FEBRUARY 1998

50
6 o: N=50
40 o: N =100
5 o: N =150
Tn 44 [29543] 30
%
) @, ]
2 103
14
0 T ¢ g
0 T T ; T T T T 1.1 1.2 1.3 1.4
3 5 =
0 25 50 5 100 125 150 175 200 M/N

@ (b)

Fig. 1. The performance of the explicit scheme. (a) The population distribution. (b) The probability that a portable cannot register in thelespiit s

in a RA is much larger than 150. The numbers 50, 100, adgmonstration purposes, here we consider only the oldest two
150 are selected only for the demonstration purpose. portables. The following notation is introduced.
Suppose that the size of the registration databadé.itet 1) ¢ the time period betweep,, s arrival andp,,’s arrival
app be the probability that the registration database is full [c.f. Fig. 2(a)].
when a portable arrives (and thus the portable cannot register)) ¢ the time period betweem,,,’s arrival and p,,’s

Then arrival [c.f. Fig. 3(a)].
B 3) to: the time period betweem,,,’'s arrival andp,,’s
@ED = Z Tn. arrival [c.f. Fig. 3(a)]. Note thaty = ¢ — ¢;.

Msn<eo 4) 1: the residence time af,,, [c.f. Fig. 2(a)].

Fig. 1(b) plots wgp for different N values. The figure 5) 72: the residence time af,,, [c.f. Fig. 3(a)].

indicates that forM > 1.5N (where N >50), the explicit ~ 6) n: the number of portables that arrive in the period

scheme can accommodate almost all arriving portables (i.e., (excludingp,,,). Note thatn = m —m;.

app < 1072). Note that the rate of the deregistration messages’) n1: the number of portables that arrive in the perigd

sent in the network isV . per RA. The deregistration messages  (€xcludingp,,, ). Note thatn; = ma — m;.

may significantly contribute to the PCS network traffic. 8) n2: the number of portables that arrive in the peried
(excludingp,,,,). Note thatny, =n —ny = m — mo.

9) 6;: the time interval between the last phone calpig,
beforep,,’s arrival and the time whemp,,, arrives [c.f.

In the implicit scheme, no deregistration message is sent Fig. 2(b)]. Note that there is no phone callzig,, in the
upon the movement of a portable. The obsolete record is kept  time periodé;.
in the database. When the database is full, the scheme reclaimgy) 6,: the time interval between the last phone calpto,

a record (for the incoming portable) based on some strategy. beforep,,’s arrival and the time whep,,, arrives [c.f.

I1l. IMPLICIT DEREGISTRATION

A possible replacement strategy is described below. Fig. 3(b)].
11) z;: the time interval between the last phone calpfg
A. Strategy ID and the time whem,,, moves out [c.f. Fig. 2(b)].

At time ¢, a portabley is said to bénactivefor a time period ~ 12) «2: the time interval between the last phone calpig,
§ if p has not interacted (sending or receiving messages) with ~ and the time wherp,,,, moves out [c.f. Fig. 3(b)].
the RA sincet — é. Define a thresholdX. If p is inactive Since the portable arrivals to an RA form a Poisson process,
for a time peri0d6>X’ we may expect thap has a|ready t has an Erlang distribution with the density function
left the RA. On the other hand, if there is a phone call gor -1
or p registers (i.e., moves into the RA) within the periad gn(t) = (nt) e,
then the implicit scheme assumes thats still in the RA. (n —1)!
The implicit deregistration (ID) strategy works as follows. Similarly
When p,,, arrives at an RA, lep,,, andp,,, be the oldest ¥
and the second oldest portables in the RA (i.e., for all t
portablesp,,. in the RA, we haven; < ms <ms). Whenp,,
arrives, the inactive time periods fey,,, andp,,, areé; and
b2, respectively. Ifé; > X, ID assumes thap,,, is not in F(r) = pe7,
the RA, andp,,, is selected for replacement. Otherwise, if
62> X, then ID assumes that,,, is not in the RA and is et the intercall arrival times to a portable be exponentially
selected for replacement. df <X (ort < X) andé, <X (or distributed with the density function
ts < X), thenp,,, is selected for replacement. In ID, more
than two portables may be considered for replacement. For r(z) = A=,

t; and ¢ty have the Erlang density functions
(1) and g,,, (t2), respectively. If we assume exponential
rtable residence times, then and = have an identical

density function
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Fig. 2. The timing diagram for ID Case 1. (&> X, i<t —X. b) > X, i — X < i <t, t — (11 —x1) > X.

Since the movements of a portable are a Poisson process, 8inceé; > X implies z; >, + X — ¢, the probability for
portable is a random observer of the call interarrival timdsg. 2(b) is
when it moves ogt of the RA. From the random observer Prit> X, t— X <7 <t.z1>7+ X —1
property of the Poisson process and the memoryless property

of th(_e expon_ential dis’Frib_ution, botky, _andazg ha_ve the same — /Oo /t /Oo gn(®) f(r)r(wy) doy
density function-(-). Similarly, the arrival ofp,, is a random t=X Jr=t—X Joy=r +X ¢
observer of the call arrivals tp,,, and p,,,, andé; and 62 ~dr dt
also have the same density function n-l1 n i
i, . _ 0 n [(n + ) X]
Let v1(mq) be the probability that; > X andp,,, is not = ; <N+ A) <77+ N) ;

in the RA. Let~;(m1, m2) be the probability thaf; < X (or
t<X), 6> X, andp,,, is not in the RA. Letys(my,ms) X [e7"X — e (mHHENX], (4)
be the probability that; < X (or ¢ < X), 6 < X (or ¢5 < X),

p Yy 1 ( ) 2 ( 2 ) ThUS,’yl(ml) _ (3) + (4)

andpy, is not in the RA. Then 2) Case 2: 1D assumes thap,,, is in the RA, p,,, is not
in the RA, andp,,, is not in the RA. Since ID assumes that
DPm, 1S NOt in the RA wherp,,, moves in, it implies that the

is the probability that the portable (eithey,, or pm, ) selected Nactive periods, is longer than the threshold, and

by ID is not in the RA. So>X > te>X = t> X, (5)
The probabilityy;p is derived in the following three cases. _ o _ _ _
1) Case 1:ID assumes thag,,, is not in the RA, ang,,, As in the situations described in Case 1, eitheg ¢ — X
is not in the RA. [c.f. Fig. 3(a) and (c)] ofy — X <7y <ty, andéy =ty — (72—
That is, ID assumes that,,, has moved out of the RA #2)>X [c.f. Fig. 3(b) and (d)]. Since ID assumes thaf,
when p,, moves in, which implies that the inactive periodS I the RA andt, > X, it implies thatt = ¢, + ¢, > X and
&, is longer than the threshold when p,, arrives, and 71>t — X. There are two cases.
§>X = t>X. Sincep,, is not in the RA whenp,, 3) Case 2a:7; >t andé; < X [c.f. Fig. 3(a) and (b)].
arrives, eitherr; <t — X [c.f. Fig. 2()] ort — X <m <t, 4 Case2bit —X<m<tands =1t —(r —a)<X
andé;, = t — (1, — 21) > X [c.f. Fig. 2(b)]. The probability [C-f- Fig. 3(c) and (d)].

Y1p = m(m1) + y2(my, ma) + v3(my, m2)

for Fig. 2(a) is From (5) and Cases 2a and 2b, there are four combinations
for Case 2, as illustrated in Fig. 3. The probability for Fig. 3(a)
is
Prit> X, <t— X]
=) t—X

=/ / gn(t) f(r1) dry dt Pr[t; >0,t2> X, 11>t 6 <X, 7 <ty — X]

t=X J71=0 oo oo o0

< ()t = o (F g (F

== / (77 ) 1 'C_nt[]. d C_M(t_X)] dt (2) /tsz g ( 2) /tlzog ( 1) /"1=t1+t2 f(Tl)

t=X (7’L— ) X to—X
SR [0 (0 YT S [ s dradbdry
N izoe ! n+p ! ' %= [

@ = [ gt [ g ee i - o)
to=X t1=0
. [1 bt C_M(tZ_X)] dtl dtg
(3) is derived from (2) based on the fact that 00
== [ gttt - o)
to=X
) (Ut)"_l ot n—1 (UX)Z Cox ) ( t )n1—1
e Tdt = —— e . 11 —(n+mt
/th (7’L - 1)' ; 2! /tlzo (711 _1 !G dtl dtg
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Fig. 3. The timing diagram for ID Case 2.
<Xty — X<m<tr,zo>X + 7 — to.

(@) >0, ta>X, 71>t + to,
(C) 11 >0,t2>}&7,fl + s — X< <t + ty,x1 <71 + X — t1 — to, 7o <ty — X. (d)

tl > 0, t2 > X, t]+t2-X < Tl < t1+12, Xy <T1+X-t1-t2, tz-X <T2 <t2
x2>X+‘cz-t2

(d)
H<XO0<m<ty — X. (b) t1 >0t2> X711 >t + to,

t1>0t>X,t +ts — X<ni<ti+thn<m1 +X —t) —tr,to — X <ma<tara>X + 1 — ta.

<ni—u)m<1 — e ) /t:X %

. [6—(77+H)t2 _ @—(77+2u)t2+uX] dts

no—1 ni
= Z <__Z ) (1= e M)~ (rtmX
T

=0

{( 77 )"2[(n+b/;L)X]”‘
n+ i 7! ‘
B <nf2u)n2 [(UJF?!M)X]Z}'

The probability for Fig. 3(b) is

(6)

Prt1 >0,t2> X, 11 >t,61 <X,

tQ—X<T2<t2,$2>X+T2—t2]

-/ i o t2) [ :X lta) [ i+ f(m)
g X= ) | :X fr)

X / 7‘(.’172) daig d’/‘gdél d’/‘l dtg dtl
ro=X+72—12

no—1 n n
-3 () ()
. n+2u n+p

=0

_ < p ) [(n +21)X]*

A+ p !
x ¢~ X (] _ g7 A1 — o= (HmX]

(7)

The probability for Fig. 3(c) is

Prt1 >0t > X, t — X <711 <%,
.’171<7'1+X—t,7'2<t2—X]

oo oo t1+t2
— [ o) [ o) [ fry)
t1=0 to=X T1=t1+to—X
T+ X —t1—t2 to—X
X / r(xy) / f(m2) dro dxy dry

1=0 2:0
- dto dty
:"3—:1< : )nle_”X{< U )nz[(ﬁ+u)X]i
‘ n+p n+p !

=0

_ < 772 )"2 [(n+2'u)X]i}
n+2u 7!
X {1 — X <ﬁuu> [1- e_()""“)X]}. (8)

The probability for Fig. 3(d) is

Pr[t1>0,t2>X,t—X<7'1 <t,z1 <71
+X—t,t2—X<7'2<t2,$2>X+7'2—t2]

o) [=S) ti+ta
— [ ot [ gt | Fm)
to=X t1=0 Ti=t1+to—X
T+ X—t1 -2 ta
< | ey [ fm)
x1=0 To=to—X

X / 7‘(372) daig d’/‘g da:l d’/‘l dtl dtg
ro=X~+715—12
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Fig. 4. The timing diagram for ID Case 3.

ng—1 . nitns (7 + )X 7) Case 3b:t> X = t; > X — to. Sinced; < X, we have

= Z <m> BT t—(n —x1)<X andt — X <7 <t, as shown in Fig. 4(b).
z=_077X[1 “ovxy The probability is

- e —e

X{l—e_“X—< 7 )[1_6_()\_1_#))(]}' (9) Pr[tl>X—tg,t2<X,t—X<7'1<t,$1<X+7‘1—t]

m X oo t14to
—[ s [ e[ fm)
to=0 t1 =X —tq Ti=t1+t—X
Thus, y2(my, m2) = (6) + (7) + (8) + (9)- Xpri—ti—ts
5) Case 3: ID assumes that bothp,,, and p,,, are in the X /w — r(61) déy dry diy diy

RA, but p,,, is not in the RANote thatr; <¢. ID assumes S - ‘ ‘
that p,,, is in the RA, which implies thab, < X or ¢; < X. < n ) 7+ ) X
There are three possibilities. e \ntnp (ng +¢)!
e {y < X [c.f. Fig. 4(a) and (b)]. Since ID assumes thaf,
X {1 — e HX <

is in the RA, we havé; < X or t; < X. There are two cases.

S A
6) Case 3a:t< X = t; < X — t9, as shown in Fig. 4(a). e

L) [1— e—(’\+“)X]}. (11)

The probability is o ty>X. 7>t and 6, < X [c.f. Fig. 4(c)]. Sincet =
t1 + t2 > X and ID assumes that,,, is in the RA, the
Prm <t +t2 < X] situation is the same as in Case 3b (ite; X <7y <t and

X X —tg t14t2 61 =t - (7‘1 — .’L’l) <X), and
— [ gt [ o [ rmyan
t2=0 t=0 n=0 Pr[t1 >0,t0> X, 79> t0,00< X, t — X <11 <H,

- dty dts
$1<X+7'1—t]

=1- <#)m+nz ‘nil <X137'_7]X> =/too gnz(t2)/to<> gm(tl)[o f(r2)

=0

=X =0 =t
. 7 n1tne . . 2X t11+t2 o X+71—t1—t2
e <—) (n+n)ye™ / 7’(62)/ f(m) ></
n + M §2=0 Ti=t1+t—X z1=0

ni—1 an—l—innze—nX ) n ni . 7’(371) dxq dr dbs
- (712+L)' |: ‘- <77+N> 'd’/‘gdtl dtg

i=0 nz—1 ni+n i

4 _ i < U ) T [(n + 2p)X]
~(n +u)”6_“X} — \n+2u i!

(10) cem X (] _ g7
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Fig. 5. Performance of ID. (a) The effect &f on ID (A =

« |:1 _ C—MX _ <ﬁuu>( —()\+H)X :| (12)

e to>X,to — X 75 <tg, and s —tg—(T2—$2)<X as
shown in Fig. 4(d). Sincé = ¢; + t2 > X and ID assumes

A (TUnit: p)

(b)

2ut). (b) The effect ofA on ID (X = 1.5/A).

Let «;p be the probability that a portable (eithgy,, or
DPm,) Cannot register (i.e., is forced to deregister) whgn
arrives. An upper bound;, for arp is

* *
arp < &pp =1="p,

that p,,,, is in the RA, the situation is the same as Case 3b Fig. 9(a) indicates that},, < 103 for M > 4N.

(le.t—X<m<tandd; =t—(n —a1)<X), and

Pr[t1>0,t2>X,t2—X<7'2 <to,xo < X 4+ 19 — to,
t—X <1 <t,x <X+7'1—t]

X oo 12
/ Inat2) / o (1) /
to=0 t1=0 T2=t2

X+T12—12 t1+ts
. / r(z2) /
r2=0 T1=t1+to—X

7‘(371) da:l d’/‘l daig d’/‘g dtl dtg

nz—1 77 ng
<n+ u) <77+ 2u)

=2
X [1 . <L> (1- e—(>\+u)X)} 2, (13)

f(m2)

-X

f(Tl) /g:l +X —t1—12

1=0

[(n + 2p)X]*
!

e X

1=0
A4 p

Thus,vs(my,m2) = (10) + (11) + (12) 4 (13).

Suppose that the size of the databaséfisFor the oldest
portablep,,,, it is apparent thain,; < m — M. Similarly, for
the second oldest portabig,,, ms < m — M + 1. Since

y1(m1) + ya(mi, ma) + vs(my, me)

>yi(m—M)+y(m—-Mm—-M+1)
+y3(m—M,m—-M+1)

a lower boundyj, for v;p is

Yip =71(m = M) +v2(m — M,m — M + 1)
+y3(m—M,m—-M+1).
Fig. 5(a) illustrates the effect oK on ~j,. The figure

indicates that the maximum value fgf, occurs whenX ~
1.5 (for A = 2u). The figure indicates that erring on the sid

of an X value that is too large will degrade performance Ieéﬁ

than erring on the side of ak value that is too small. It is

apparent that the performance of ID improvesiasicreases. .

Fig. 5(b) illustrates thatj, is an increasing function of.

IV. TIMEOUT DEREGISTRATION

In the TO scheme, a portable sends a reregistration message
to the RA for every time period’. The TO scheme is better
than the explicit scheme if the reregistration traffic (in TO) is
less than the deregistration traffic [in ED]. This section derives
the number of reregistration messages sent in the TO scheme.
Let E[K] be the expected number of reregistration messages
sent before a portable leaves an RA. [fét) be the portable
residence time distribution (with meary,1). Then

Z (k+1)T
)

For the exponential residence time distribution, (14) is

rewritten as
o0 a(k+1)T e—nT
kpe™#Tdr = ————.
kZO /f‘:kT 1—e#t

f(r)dr. (14)

E[K]

For the uniform residence time distribution [@, 2/ ]
2/u

2/pT)=1 k+1)T
/ KE dr + /
k=0 T=kT 2 T=
2 | eN[T/] 2
- LLTJ(2){2 QMTJ 1)
2 2
(212 T)}
<u LLTJ
Fig. 6(a) plotsE[K] againstT. The figure indicates that

E[K]<0.24if T> 1.8/u for the exponential residence times
andZ > 1.52/y for the uniform residence times. In the explicit

L dr

E[K]
l2/pr)T 2

écheme a deregistration message is sent when a portable

oves out of the RA. On the other hand, in the TO scheme,
the number of reregistration messages sent by a portable is
[K] Thus, the deregistration traffic in the explicit scheme

is times the reregistration traffic in the TO scheme. For

E[ll



LIN: DEREGISTRATION STRATEGIES FOR PCS NETWORKS

55

10
9_

o: exponential

e: uniform

E[K] 54 o: exponcntial E[IK]

44 o: uniform

3 -

2 -

1 —

0—— T T T T T T T T 0 T T T T T T T T T

0.2 04 06 08 1.0 1.2 14 16 1.8 20 1.0 1.1 12 13 14 15 16 1.7 1.8 19 2.0

T (unit: %) T (unit: ,17)
(@ (b)

Fig. 6. The expected number of reregistration messages. (a) The registration message overhead in the TO scheme. (b) Comparison of thetide(re)registra
message overhead for the explicit scheme and the TO scheme.
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Fig. 7. The portable distribution seen by the TO scheme. (a) The impdEt @) The impact of the residual time distributions.

example, if T = 1.8/, the deregistration traffic generated The « distribution is plotted in Fig. 7 for differenf’

by the explicit scheme is about four—five times the trafficalues. Fig. 7(a) indicates that the portable seen by the TO

generated by the TO scheme assuming exponential residepdgeme increases dsincreases. Fig. 7(b) indicates that the

times [c.f. Fig. 6 (b)]. In other words, i’ is sufficiently large, number of portables seen by the TO registration scheme is

then the TO scheme significantly reduces the network trafitoser to the true number for the uniform residence times than

due to deregistration (compared with the explicit scheme). for the exponential residence times. ety be the probability
The portable residence time* seen by the TO schemethat the TO scheme sees a full registration database in an RA

is different from the true portable residence timegthe TO when a portable arrives. Then

scheme only differentiates on multiples @Y. Since7* =

[7/TT, the expected residence tindr*] seen by the TO = .

scheme is aTo = %%-

Suppose thap is not allowed to register if the TO scheme
sees a full database g arrival. Thenar is the probability
that a portable (i.epp) cannot register (and receive services).
Fig. 8 plots aro againstM. It is clear thatago is a de-
creasing function of the database sizeand is an increasing
function of 7" [c.f. Fig. 8(a)]. It is interesting to note that
for the sameM /N ratio, the e value for a smallV is
F 15 d thel /G del d ibed in Section Il smaller than thexro for a large N when M/N < 2.17. The
e S s i T S PP st w1/ > 247 o1 i B0, P, (o

4 ; n comparesaro With of . For M >2.5N (where N = 100),
portables in the RA is aro < ajp. Note thataro < 103 for M > 2.5N. However,
when M < 2N, aro is much larger thamyj ;.

Other replacement strategies can be used if the TO scheme
sees a full database when a portgblarrives. Let us consider

0 a(k+1)T
Z/ (k+D)Tf(r)dr = (E[K]+ 1)T.
k=0 T=kT

E[r*] =

For the exponential residence time distribution

T

Blrl=1—=7

(15)

NuT )%—<M/1—f“>

*
iy =
" <1 — e #T n!
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Fig. 8. The probability that the TO scheme sees a full registration database when a portable arrives. (a) The iffpdcV of= 100). (b) The
impact of N (T = 1.8).
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Fig. 9. Performance for different deregistration scherfi¥'s= 100). (a) The« values for different schemes. (b) The performance for the TO scheme
with different replacement strategi€d” = 1.8/u).

the replacement strategies used in ID in the previous sectisosheme, neither deregistration nor reregistration messages are
Let aro_rp be the probability thap cannot register in the sent. Our study indicates that if the database size is expected to

TO scheme with the ID replacement strategy. Then be large, then the implicit scheme should be used to eliminate
the deregistration message traffic. If the database size has to
aro—1p <Qro_rp = min(aro, aip). be small, on the other hand, then the explicit scheme should be

used to achieve a low value. If the database size is between

Fig. 9(b) plotsa;,_; . The figure indicates that with the 2.5-4N, then the TO scheme with the ID replacement strategy
ID replacement strategy, the performance of the TO schemsigould be used to ensure a reasonably smalialue and a
is significantly improved. low level of reregistration message traffic.

In summary, ID and ED are mutually exclusive. TO dereg-
istration is a useful tool to clean up registration databases and
can be combined with either one of the ID or ED approaches.
In PACS [5], [10], polling reregistration was introduced so

This paper has studied three deregistration strategies foat the system can poll the portables to see if the portables
PCS networks. Two output measures were considered: #re still in the RA [9]. A combination of TO deregistration, ID,
number of messages sent in the deregistration strategies and polling reregistration might be best in all circumstances.
the probability« that a portable cannot register (and receiverformance modeling of such a combination will be one of
service). Assume 100 portables in an RA on the average. ur future research directions.
satisfy the constraint that < 1072, the size of the database
required in the explicit scheme i ~ 1.5N, which is smaller
than the database size for the implicit schemé ~ 4N) and ACKNOWLEDGMENT
the TO schemgM ~ 2.5N). On the other hand, the number
of deregistration messages sent in the explicit scheme isThe author would like to thank J. R. Cruz, S. Y. Hwang,
four—five times the number of messages sent in the TO schefmeR. Noerpel, and the reviewers for their valuable comments
(with the registration period’ = 1.8/u). In the implicit and assistance in improving the quality of this paper.

V. CONCLUSIONS
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