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QTS: A QOS-Guaranteed Transport System for
Broad-Band Multimedia Communications

Maria C. Yuang,Member, IEEE and Jen C. Liu

Abstract—in this paper, we propose a quality-of-service (QOS)- loads by increasing the window size and offers robust commu-
guaranteed transport system (QTS), which offers various QOS's njcations under heavy loads by decreasing the window size.
at the transport layer for broad-band multimedia communi- . ever on the one hand, the modification of the window size
cations. The QTS, composed of a bandwidth allocator and a L . .
transport protocol module, supports three classes of applications Should be kept at a minimum for reducing the overhead being
requiring different bit rates, delay sensitivity, and loss sensitivity. imposed to networks. On the other hand, the window size
The bandwidth allocator intelligently manages the allocation of should be frequently modified to dynamically adapt to varying
transport-layer bandwidth at the expense of imposing inevitable - atfic characteristics. Consequently, the dilemma renders these

blocking of delay-sensitive application connections. The transport . . . ..
protocol module of the QTS performs rate-based flow control protocols unviable for broad-band multimedia applications

for delay-sensitive applications based on transfer rates prede- €xhibiting diverse traffic characteristics in nature.
termined by the bandwidth allocator. In addition, the module To alleviate the problem, versatile message transaction
accomﬁlisglseiv ﬁlrrg; cgaéwLongy fo:ol\?%si;lseniigrvaen?gggcgggséé\; protocol (VMTP) [17], network block transfer (NETBLT)
?e(;iilijng’; the error control o’veryhgad, thegle'S offers satisfactory [18], and Xpress transport' protocol (XTP) [19] employed
bounded delays and jitters for delay-sensitive applications, while fate-based flow control in lieu thereof. The major challenge
incurring minimal throughput degradation for loss-sensitive ap- becomes the determination of transfer rates. Moreover, the
plications. Finally, we demonstrate the superiority of the QTS high-speed transport protocol (HSTP) [14] and multistream
over transmission control protocol (TCP) via simulation results protocol (MSP) [21], [22] employed loss-free transmissions
in terms of maximum and mean system delays and delay jitter. for loss-sensitive applications and low-latency transmissions
Index Terms—Bandwidth allocation, broad-band multimedia  for delay-sensitive applications. Real-time transport protocol
communications, MPEG-I and MPEG-Il encoding, quality of — rp)[20] adopted a light-weight protocol (e.g., user datagram
service, rate-based flow control, transmission control protocol, P
window-based flow control. protocol (UDP) [15]) to offer low latency for delay-sensitive
applications. These protocols, which have been shown to
be superior, unfortunately still result in severe performance
| INTRODUCTION degradation due to the lack of QOS guarantee should the
ROAD-BAND networks have been widely deployed tdransport layer be overloaded.
support broad-band multimedia applications [1]-[8], in- In this paper, we propose a QOS-guaranteed transport
cluding file transfers, images, audio, and high-quality videgystem (QTS), which offers diverse QOS'’s at the transport
These applications immensely require the guarantee of qualidyer for broad-band multimedia and industrial applications.
of service (QOS), such as bounded end-to-end delay and jitfitential industrial candidates include applications involving
and/or error-free transmissions. Broad-band integrated servigsiing and a capstan lathe factory. The QTS is composed
digital network (BISDN)/ asynchronous transfer mode (ATMpf a bandwidth allocator and a transport protocol module. It
[1], [9]-[12] has been designed to meet these requirementssgpports three classes of applications demanding different bit
lower layers of the protocol stack. Consequently, this resuligtes, delay sensitivity, and loss sensitivity. These three classes
in the shift of the performance bottleneck toward the transpgffe: constant-bit-rate (CBR)-based delay sensitive, variable-
layer [13], [14]. bit-rate (VBR)-based delay sensitive, and VBR-based loss
Traditional transport protocols, such as the transmissi@gnsitive.
control protocol (TCP) [15] and International Standards Or- The pandwidth allocator of the QTS intelligently manages
ganization (ISO) TP4 [16], were designed for low-speegle aliocation of transport-layer bandwidth at the expense of
error-prone networks. These protocols perform end-to-efinsing inevitable blocking of delay-sensitive application
flow control by means of the sliding window mechanism.,nnactions. The transport protocol module of the QTS per-
The mechanism provides low latency transmissions under liggf g rate-based flow control for delay-sensitive applications
based on the transfer rate predetermined by the bandwidth
Manuscript received October 15, 1996; revised July 20, 1997. This Woﬂ!locator' .Moreover’ th.e module offers error coptrol Only for
was supported by the Institute for Information Industry (lll) under Contrad@SS-sensitive applications. As a result, as will be shown,
86-0040. _ , _bx providing guaranteed rates and reducing the error control
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TABLE |
EXAMPLES OF APPLICATIONS USED THROUGHOUT THIS PAPER yrT—
. .
Application Class Traffic Mean Load |Burstiness QOS (MSD) Coancction & onaccis Croarcciien hisstages
Property Mg Fowcton ALTR P
0.0025
CBR audi A | IPG: 400 64k bps 1 470 —
audio [28)24’2;,52)“ (150ms [27]) T “'""E;"'lP' Fliadale
2:05 0.00125 470 :
VBR audio B %lk?;;grt period: 400 | (32K bSE]’S) 2 (150ms [27]) RS
Silence period: 400 19,2 Erer Comrd
Y oo B(2)20.6667 0.036 625 Ao clam £ B
MPEG B gégi:g.ggggm] (0-‘@61]bp5) 2778 | (200ms [23,24,27))
=0 i Patc - Bascd
VBR video: IFG: 104 0.096 625 1w sl B
VC using B PE9)=0.5 (24Mbps) | 104 | (200ms [23,24,27])
motion JPEG P(11)=0.5 [32]
IFG: 104
VBR video: B |P(14)=03 0.144 6.87 625 V4
. P(15)=0.4 (3.6M bps) | © 200ms [23,24,27
VC using DVI P§16§=0.3 133] [33} (200ms | D
. i IFG: 104 0.06
VBR video: P(2)=0.6 781 i i
VOD B — (1.5Mbps) [ 16,67 Fig. 1. Architecture of the QTS.
YOD using S%Si; 02, [30.31,34,35] (250ms [25,34,36])
N IFG: 52 0.25 . . .
VBR vidco: = 781
VoD st B gg%—gﬁm (64Mbps) | 4 (250ms [253436]) and. image are examples .of class-B appllgat|ons. In terms of
MPEG -1 P9 =039 131,35 traffic property, CBR audio generates a fixed-length packet
Imagousing || %?%gfg s ( 4.2(5Ji\147bps) 588 781 every interpacket gap [31], [3.2], and VBR video generates
JPEG P{90)=0.5 [31] 31] (250ms [253436) 3 variable-length frame every interframe gap [30]-[32], [35].
File Transfer || C |File length:1000 | 1 ! - Moreover, VBR audio generates a fixed-length packet every

interpacket gap only during the talkspurt period and generates
Legend: CBR: constant bit rate; VBR: variable bit rate; no packet during the silence period. Without being explicitly
VC: video conferencing; VOD: video on demand; gacified, the length of time is measured in units of packet
IPG: interpacket gap; IFG: interframe gap; . . .
MSD: maximum systemP(): the probability of ~ PTOC€SSINg dela_y, i.e., 320s [39]. The Iengt_h of packet is
delay; frame sizel. measured in units of 1 kbyte. Furthermore, in terms of mean
load and burstiness, Motion Picture Experts Group (MPEG)-II-
S . - . based [40] video on demand (VOD) generates immense mean
Wh"e. neurring r'n|n|maI. throughput degradation for lo.ssfraffic load, while MPEG-I-based [41] video conferencing
sensitive applications. Fmr_;llly, we de_monstrate the supeno;?yc) exhibits the largest burstiness. Finally, as for QOS in
of the QTS over TCP via simulation results__ln terms erms of maximum end-to-end delay (referred to as system
maximum and mean system delays and delay jitter. delay hereinafter), video applications accept larger maximum

The remainder of t_h|s paper is organized as follows. Sec.t| stem delay than audio applications, while file transfers even
Il presents the architecture of the QTS. For the bandW|d{ lerate unbounded system delay

allocator module of the QTS, the analytic computation of the The architecture of the QTS is shown in Fig. 1. The QTS

minimum transfer rate is proposed in Section Ill. Section I\éonsists of two major components, a bandwidth allocator
shows analytic and simulation results that validate the accur d a transport protocol module B:asically the bandwidth
of the analytical model and draws performance COMPANSORg, cator is responsible for making the connection acceptance

bet\éveen dthle QTS ;n dd lT CF.).t![n terSmstpf m\;ov(tlrr]numf and megp rejection decision by determining if the allocated transfer
system defays and delay Jitter. -section en T0CuSes Plte can be satisfied. In particular, the allocator accepts any

the operations and performance results of the other mod fass-A connection and sets its CBR value as the transfer

namely. the transport protocol module. Finally, ConCIUdinF’ate should its CBR value not exceed the current available

remarks are given in Section V1. transport bandwidth. For any class-B connection, a minimum
transfer rate(R..;,) is first computed based on a queueing
model (described in Section 1ll) aimed at offering the QOS
The QTS supports three classes (A, B, and C) of applicguarantee. The connection is accepted only if the resultant
tions, requiring different bit rates, delay sensitivity, and logste is tolerable. Finally, the allocator unconditionally accepts
sensitivity. In particular, class-A applications are CBR- basedl class-C connections. The logic of the bandwidth allocator
delay sensitive, class-B applications are VBR-based delay senformally presented in Fig. 2.
sitive, and class-C applications are VBR-based loss sensitiveThe transport protocol module is responsible for transferring
Table | lists the characteristics of a number of applicatiortfata via three processes: packetization, error control, and rate-
which will be used throughout the remainder of this papebased flow control. Application messages are first packetized
In the table, these application examples are classified witlio fixed-length packets. Error control is engaged only for
respect to five characteristics: class, traffic property, meloss-sensitive class-C packets. The rate-based flow control
load, burstiness, and QOS in terms of maximum system delélyen regulates the departure of delay-sensitive packets on the
In terms of class, CBR audio and file transfers are classpkedetermined rate basis and polices loss-sensitive packets on
and class-C applications, respectively. VBR audio, VBR videan available packet rate (APR) [42] basis.

II. QTS ARCHITECTURE
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S5O and PE'~1t) 1 < ¢ < t. With S, the probability mass
function (PMF)a(®)(j) of the number of packets generated at
time slot¢ becomes

S(t) j = 17 |f (t - 7’) InOd g = 0

Inget icial B; ik = o i — 8 wawa N, he ln'rhl-r.'l'l
ezming clam— I coarections My; B oesser reses of liss — & CBR apglacaliom
| A Ry R eremder ruies of ol - B TR sppleations W8y, R, ey,

() .
; ; ® () = J SOFF: J=0 2
Warlbe geplabis Parslwidih . misieran Eamie taic = .
z - b @) 1, j=0, if{t—7r)modg#0 @)

Chal il g bead Lidanider (e A boi e poersdiion undier comederaison, 0 otherwise
' ’"""”'"“‘L"’"’“"“““'m‘“’"““f“"“::'-"““?"- 2) VBR Video: Any VBR-video traffic generates a frame
| Step 1s Culensote ivalable buschwidth , 0= 8- % RA, - 5 08, . o the clam oype (a positive number of fixed-size packets) evetytime slots.

BT g s Sinp B; e A typical example is an MPEG-II encoded stream in which
Hiep 3: Aocep e class - A osnection i H2=the CHR vaus, g go o S & variable-size |, B, and P frames [40] are generated per 1/60
e A I vl e rsadlic i Y, ol s. The PMF of the number of packets generated at time slot

t becomes
S 5 Cimiirile S bised o i quetng mosde] (300 Socen 5, .
- i p(j), L>j7j>1if (t—e)modm=0

T e R B b)) =41,  j=0,if (t—¢) mod m #0 (3)
Siep T; Dvtermine e prasicd irsnafer ras 1, 8 = i': +-| + Ko ik O7 otherwise

gz Ly wherep(j) is the probability that a frame of packets long

Ty Ay s mmaneiion, it} arrives, L is the maximum number of packets allowed in a
frame, ande is the time slot at which the first frame arrives.

Fig. 2. Bandwidth allocator.

B. System Delay Analysis

lll. BANDWIDTH ALLOCATOR Based on the above traffic models, we first derive the

In this section, we first introduce the VBR-traffic sourcnfinished work distribution for an observed connection under
models. Based on the source models, we derive the unfinisgegiven transfer rate, followed by the analysis of the maximum
work distribution and, in turn, the maximum system delay (i.esystem delay.

end-to-end delay). The corresponding minimum transfer rate1) Unfinished Work Distribution:The unfinished work is

is finally determined. the amount of packets waiting for transmission. Packets are
. served at a normalized transfer rate, denotedta® can be
A. Traffic Source Models reformed as a proper fraction(/y),z < y =,y € positive

We consider two types of VBR applications, compresse@teger’ representing that, at most units of packets are
audio and compressed video [9], [11]. The source model ansmitted iny time slots. They time slots constitute a cyclic
each type of application is described in the following. interval. Accordingly, any absolute time index, for example,

1) VBR Audio: Any VBR-audio traffic can be modeled as dime slot, can be transformed as tii¢h time slot of thefth
two-state Markov chain [28], alternating between theand cyclic interval. Thusa("(j) andb()(j) defined in the above
OFF states, each of which ig slot in length.c denotes the Subsection can be rewritten a$/-")(j) and 6" (j). The
probability of switching from theoN state to theoFF state, relationships among random variables are depicted in Fig. 3.
and 3 denotes the opposite probability. Any source stream isLet U(?) represent the amount of unfinished work for an
considered as a sequence of cycles, each of which consists 8Pgerved connection at the beginning of #ttetime slot of the
talkspurt period, defined as a number of consecutivastates 7th interval. Meanwhile, the number of packet§™?) arrive
each of which ig slot in length, followed by a silence periodfrom the gt()sze)rved connection. The amount of unfinished work
defined as a number ofFF states, each of which is algoslot becomed/" ", During theith time slot, the amount of work
long. Moreover, one packet is generated péme slots in the V® is served ifU("’Z) is not less thari/ (). Consequently,

ON state during the talkspurt period, and no packet is generaféti**1) unfinished work is left at the beginning of the next
in the OFF state during the silence period. Accordingly, théime slot. Notice that the number of arrival packets are allowed
single-step transition probability matriR(*:*+1) is expressed to be greater than one unit, but, at most, one unit of packets

as is served in a time slot. ThereforE? V& = z for y > x.
_ . (0,1) _ —=(0,1) _ . .
[1-7 13 i (b=r) modg =0 .AslsummgU U 0. According to Fig. 3, we
pltt+l) — o l-«a (1) simply get
0 J, if (t—7)modg#0 g _ [ U 4 AL i U 4 4D < K @)
Ut if U0 4 AD S K

\év(f(l)()artz’ I[i' t()h]eattmt]r?esza?tiztl Vt\?mzhgjgf f:_r(s;[;(zta)clgzt ?gzvgtsétlée\;vhereff is the size of the unfinished work buffer. Singé*%)

. —(n,l . . .
- . . is equal t ’ lus the amount of served work in this time
probability vector at time slot. That is, S® = [s&), s8], qual fol’ = p

® © 2 — Lo slot, V(U one gets
wheres,y andsypp are the probabilities being in then and o1
OFF states at time slat, respectively. We can obtaigi(*) from U™ = max (T — v, ). (5)
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(n—1)st ~:‘ nth interval (y time slots) =;—‘f (n+1)st
interval I i interval
vo [y vﬂ)E] ye-o El vw) vold)
| T |
l -
/I\ Time
'(7( 19 U"‘”A"‘" 7P U(nz)A(nZ) U'("'z) yod A(nn T U(ny)A(ny o™ U"'“”A‘"“”U("Hn
T L] -
= =
i :
-

Fig. 3. The relationships among random variables.

By reasoning as above, we have the following equations:  2) System Delay DistributionWe now derive the system
delay distribution taking the VBR video as an example. The

Ui 4 A0, system delay is composed of three delays incurred at the

T 1<i<y, if U 4 A < K (6) sender, the network, and the receiver. In a delay-guaranteed
Ui network and a receiver with all its capacity preallocated, the

1<i<y, if U0 4 A 5 K network and receiver delays can be assumed to be constants.
Ui+ = o (U(n,i) _ V(i),O), 1<i<y—1. (7) In the following analysis, we first derive the sender delay

distribution based on the unfinished work distribution given
__ .. inthe previous subsection. Moreover, the service discipline is
Let u(™)(5) anda(™)(j) be the PMF o/ andT""”.  assumed to be first come first served (FCFS).
That is, u(™?(j) = Prob[U™? = j] and w"™)(j) =  After the system reaches the steady state, the observed
Prob[U(n’Z) = 4]. In addition, leta("?(j) andb(™?(;) be the frame arrives at the beginning of tfith time slot in a cyclic
PMF of A for an audio and a video connection, respednterval, as shown in Fig. 4. All arriving packets behind the
tively. Thus, the distributions for audio and video connectiorbserved frame are ignored owing to the fact that the sender

are given, according to (6), by delay of the observed frame is unaffected. L&) and 7@
denote the amount of unfinished work at tiie time slot in a
) o) () ) cyclic interval before and after the observed frame has arrived,
Z Z (J1) (J2), 1<2<y respectively. The relationship can be expressed as
Jj1=0 j2=0 .
V=ﬁ+b,nﬁ+ng o = 41 (12)
J=J1 ifj+g1>K

where! is the number of packets in the observed frame. The
(8)  sender delay distribution is now separately derived, consid-
=, Z) Z Z (n, Z) 1) (n i)(‘ ) ering whether or not the unfinished work can be consumed

1<4<y  within the current cyclic interval. In the first case [Fig. 4(a)],
51=0 j2=0 in which the unfinished work cannot be consumed within the
{j =j1t+j2, Fha+p<K current interval, the sender del&y’( is composed of three
J=J1 ifji+i1>K time durations. They are the time period between the tested
(9) packet arrival and the end of the current interval, the time
duration of a number of complete cyclic intervals spending
respectively. v()(5) is the PMF of V(@ ie., v®(j) = to serve the remaining work, and the service time serving the
Prob[V() = j].. Thus, the distributions are given, accordindinal leftover work. That is,
to (7), by Y
- Z V(=)
ul™ D () = o (@™ (j + 1) « oD (D)) WO = (y—i+1)+ = g+t (13)

1<i<y-1,0<j< K. (10) *

whereo(-) is an operator representing the maximum functiofperes
of probability distributions [37]. The steady-state probabilit¥i0n

of the amount of unfinished work observed from the arrival y
packet in the:th time slot of a cyclic interval, denoted as Z v < /(z Z o)

is the smallest integer satisfying the following equa-

ui(j), is expressed as

z=1t

) mod z. (14)

W)= lim u™)(j), 1<i<y0<j<k. (11) Inthesecond case [Fig. 4(b)], in which the unfinished work
700 can be consumed within the current interval, the waiting time
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be Sender delay —!
b I
Ue- > pe , |
Z‘ J Yy o+ ! |
; |
] _ |
| = vern | vema |
l 4, | 1 $ | -
: { Time
I I
! [
| |
| G+1) | U
} =i+ 1) I %(:)
Observed frame >~ [} _
Cyclic intervals
@)
| Sender delay _’I |
| vo Vit U—it 1 V@O -| |
I L ! 4] |
% _ | Time
| = |
l = |
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I 70 i+ 1) lljl'(, ) i
: Observed frame —l]—‘,(i+]) T 7% :
i .
- Cyclic interval

(b)

Fig. 4. Sender delay. (a) Unfinished work cannot be consumed within the current cyclic interval. (b) Unfinished work can be consumed within the
current cyclic interval.

W@ can be given as The sender delay distribution” (k) for the tested packet
arrival at theith time slot of a cyclic interval, according to

W//(i) =" —i+1 (15) (17)' becomes
where ¢’ is the smallest integer satisfying the following . — )
equation: w' (k) =" (j), ,
g q— VU(Z>
S v =g (16) J 2—: v
‘ = : wherek = (y —i+ 1) + | ———
As a whole, the sender deld¥” is summarized as w® (k) =
- Y
W, 7w > zy: V() y+ it > z_: v (1);
"o o _ 2 @) WO =7 ),
no 7 (2) Y
< . .
whou _z_:iV wherek = ¢/ — 1+ 1,if j <>~ v)(1).
Let w')(k) and w") (k) be the PMF's of W) and (19)

W), respectively. That isw/® (k) = Prob[W'® = k] and The sender delay distributiow(k) in the sender for the
w//Q)(/ﬂ) — Prob[W//(i) — k] In adqlition, |etu(z)(J) and observed connection is
7(j) be the PMF's ofU™ and 77" That is, w(V(j) =

) y-1
Prob[U’® = j] and W (j) = Prob[U""” = j], where w(k) =Y w(k) - (20)
u(j) is given by (11). Thus, the distribution is given, i=0

according to (12), by
L ‘ where ¢; is the probability of the observed frame arrival at
7 () = uDG) % p(j). (18) the ith time slot of a cyclic intervalg; is derived by the
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‘e 900 — = 320
§ VC using & Class B applications: .
= ,
800 ](\(/[}}83806_215) K: 10000 > 288 —A— : TCP for VOD using MPEG—I .
& : ~— Analysi = ;
S ol PAV o Y g}’:u’l':'gon B e --A-. : QTS for VOD using MPEG—I y
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Fig. 5. Maximum system delay for VBR applications.

é 320 Class B applications:
2 288 —A— : TCP for VOD using MPEG—1
VC using MPEG~1 3 256 --A-. : QTS for VOD using MPEG -1
g . .
VOD using MPEG—II pr;;) 204 ~— : TCP for VC using MPEG -1
& --m-- : QTS for VCusing MPEG-1 E)_qg;s_n by
VC using DVI é 192 Class C application: ) - A
— . : TCP for file transf Qus: 625
0 01 02 03 04 05 06 07 08 09 10 g 160 * T s '
Class—A audio Ioad s 128 -.@-- :QTSfor file transfers
(@ 96
64
VC using MPEG-1 1
VOD using MPEG-I1 EL TR SrrrE S
0 0.1 02 03 0.4 0.5 0.6 0.7 0.8 0.9
VC using DVI — (b)
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Class—B audio load Fig. 7. Maximum system delay comparisons. (a) Under class-A loads. (b)
Under class-B loads.
(b)

Fig. 6. Impact of applications on class-B video connections. (a) Und
class-A loads. (b) Under class-B loads.

320 Class B applications: .
288 |—a&—: TCP for VOD using MPEG—I .-
256" A- - : QTS for VOD using MPEG—1 .-
following equation: —m— :TCP for VC using MPEG—T i

Maximum system delay (ms)®

224 |- -m- - QTS for VC using MPEG -1
d( ) Class C application:
geaim, y . . § 192 —e— : TCP for file transfers
g = T, 1 S 7 S Yy, |f (] InOd ng(m7 y) = 0 160 --@-- :QTSfor file transfers
0, otherwise 128
(21)

whereged(m, y) is equal to the greatest common division of
m andy [38].
The maximum system delay distributiofysiem (k) is

Weystem (/{} + 2) — w(k) (22) The number of Class—C connections

. . Fig. 8. The maximum system delay under a variety of class-C connections.
assuming that each of the network and receiver delays is
assumed to one time slot in length. The maximum system

delay is the smallest integét,..., to satisfy the following a minimum t_ransfer raté?,in, guaranteelng the achleve_ment
equation: of such maximum delay for any newly arrived connection.

Ksystem IV. ANALYTIC AND SIMULATION RESULTS

kzo Wsystem (k) > 0.999999, O<k=< K. (23) We are now at the stage of determiniRg,;, for VBR appli-

cations based on analytic computational results. The analytic
We have so far shown the derivation of the maximum systecomputation terminates if all entries of matrju(":9(5) —

delay for VBR video. The same analysis can be applied for@"l—17i>(j)| are smaller than €. We also ran time-based
VBR audio by replacing(1) = 1 in (18) andm by ¢ in (21). simulation using the same set of parameters as analysis, such as
Consequently, according to the above analysis, any requitee traffic model, the scheduling discipline, and the buffer size.
maximum system delay, as will be shown next, correspondsSamulation terminates if the maximum system delay remains
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Fig. 9. Interframe delay comparison. (a) TCP: under class-A loads. (b) QTS: under class-A loads. (c) TCP: under class-B loads. (d) QTS: under class-B
loads. (e) TCP: under class-C connections. (f) QTS: under class-C connections.

the same for 19 time ticks. Fig. 5 shows the maximumand class-B applications, the number of accepted class-B
system delay as a function of the normalized transfer rate fadeo connections declines as the load of class-A or class-
VBR applications specified in Table I. The figure demonstrat&s applications increases. More significantly, in comparison
that analytic results profoundly agree with simulation resultaith Fig. 6(a), Fig. 6(b) shows that the number of class-B
Moreover, the maximum system delay declines as the transennections allowed under a given amount of the VBR class-
rate increases. Based on these resililts,, can be determined B load is less than that under the same amount of the CBR
as follows. For instanceR,,;; can be allocated as a rate oftlass-A load. This is because an increase in traffic burstiness
1/20 for MPEG-I-based VC achieving a QOS delay of 62fesults in a decrease in statistical multiplexing gain [43].
time slots, as shown in the second curve from the left in Fig. 5.We now draw performance comparisons between the QTS
Fig. 6 demonstrates the impact of granted applications (clas®sd TCP in terms of the maximum system delay, throughput,
A or class B) on the number of accepted class-B videand the interframe delay via simulation results. In the simula-
connections. Due to the QOS guarantee for both classtin of TCP, the processing time of a packet was set ag.i370
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7 B ‘ - Fig. 9 displays the interframe delay of an MPEG-I-based

% 20/ 3108 o VC g MPEGT T VOD application under various class-A and class-B loads and
B 15|-5¢-: QTS for VOD using MPEG-1 __,.;;:::1“" the number of class-C connections. As shown in Fig. 9(b),

g 10|—e—: QTS for VCusing MPEG-I ____‘::__.— )

g s gt (d), and (f), the QTS guarantees a bounded interframe delay
g 0 === and variance under diverse traffic loads. In contrast, TCP
s

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 045 7 0.50
Class—B audio load

exhibits unbounded interframe delay and large delay variance
under heavier traffic loads, as depicted in Fig. 9(a), (c), and
(e). Notice that, as shown in Fig. 9(b) and (d), the QTS
exhibits minor delay fluctuation resulting from the sharing of

g 12 -:TCP for VOD usingMPEG-1 =z . . . .
& P e o VC using MPEG T STV the bandwidth with class-A and class-B applications.
& 9[->¢-: QTS for VOD using MPEG—I _x_.—-"ﬁ-—"'
° ~e—: QTS for VCusing MPEG—I .- %7 ----®"~
g 6 LRI
& e V. TRANSPORT PROTOCOL MODULE
s 2z
oF The transport protocol module of the QTS performs flow

005 010 015 020 025 030 035 040 045 o050 control, in addition to traditional transport layer functions [15],
Cass—Baudioload  gych as error control, connection management, addressing, and

(b) multiplexing. Since the discussion of these traditional transport
Fig. 10. Comparison of rate-based (QTS) and window-based (TCP) fidWnctions is beyond the scope of the paper, we only focus
control. (a) Mean system delay. (b) Delay jitter. on the design of the rate-based flow control mechanism. In

essence, the QTS performs rate-based flow control for class-
A and class-B traffic based oR,,;, predetermined by the
including the checksum delay of 65 [39]. In the simulation bandwidth allocator. Fig. 10 depicts performance comparisons
of the QTS, the processing time of a packet for class-A afietween rate-based flow control of the QTS and window-based
class-B applications was set as 326 due to the omission flow control of TCP, in terms of mean system delay and delay
of the checksum processing. As for class-C applications, titter. As shown in the figure, although both system delay
processing time of a packet was set as 380 owing to the and delay jitter increase with the load of class-B audio under
inclusion of the checksum processing and bandwidth allocatiany flow control mechanism, the QTS results in bounded and
overhead in the QTS. Furthermore, the window size in TGFnsiderably low delay compared to TCP.
was set to 4 kbytes [44] in length. As was previously described, the transport protocol module
Fig. 7 illustrates the maximum system delay under vario@ the QTS offers error control (including checksum) only for
loads of class-A and class-B audio applications. As shoW@ss-sensitive applications. The lack of error control for delay-
in Fig. 7(a), the QTS performs as well as TCP for class-Bensitive applications yields the reduction of the system delay
applications if the class-A audio load is within the allowancand the increase of system throughput.
of the QTS. It is worth noting that the QTS stringently imposes
a limit in the class-A audio load in an effort to guarantee the VI. CONCLUSIONS

maximum system delay for accepted class-B applications. In_, . . . )
contrast, TCP unlimitedly accepts class-A audio applicatior]fs,-rhls paper has presented a QTS which offers diverse QOS’s

N ) broad-band multimedia and industrial applications. The
resulting in an unbounded maximum system delay for class: . !
S is composed of a bandwidth allocator and a transport

applications. Moreover, as was expected, the class-C applica- N
. : . : rotocol module. It supports three classes of applications
tions in the QTS suffer higher maximum system delay th . . : o

emanding different bit rates, delay sensitivity, and loss sen-

TCIT( (:W'.ng tLO theTges;Teff(;rLtraﬂsferrl?r? naturg for CIaS’?'SAtivity. The bandwidth allocator of the QTS intelligently
3‘3? ets ('jn F Q B' (;g | ( c)zl s:wsh € r_na:;:m:jm sysTe anages the allocation of transport-layer bandwidth. The
elay under class-b audio 10ads. AS snown In the Tigure, ansport protocol module of the QTS performs rate-based

.2 . . Sfow control for delay-sensitive applications based on the
B applications under light and medium loads of class-B aUdfPansfer rate predetermined by the bandwidth allocator. As a

applications. More signific_ant_ly, the Q.TS performs as well FRsult, the QTS stringently guarantees the maximum system
TCF,) for the class-C app]|cat|on in this case. _delay for accepted class-A and class-B applications at the
Fig. 8 shows the maximum system delay under a variefy jonse of imposing inevitable blocking of such connections.
of class-C connections. As shc.)wn'm thfa flgure,' the MaxiMURY thermore, the paper has shown that the QTS guarantees
system delay for class-B applications in TCP increases Withy,nged inter-frame delay and delay variance under diverse

the number of granted class-C connections. However, the Qffic loads, while TCP exhibits severe delay fluctuation under
provides a near-constant maximum system delay for class;sBavier loads.

applications, regardless of the number of accepted class-C con-
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