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Abstract--In this paper, we propose a novel approach to solving the vertex/edge correspondence problem for 
stereo images. Assume an object is placed on a calibration plate (C-plate) and two perspective views of them are 
given. The C-plate vertex correspondence, determined by cross-ratios, is used to reduce the search space for 
determining object vertex/edge correspondence. First, the correspondence of object edges lying on the C-plate 
(called the object base edges) is considered. This is because the subpolygons obtained from the division of the C- 
plate by the extended line of each of these base edges are viewpoint invariant, i.e. the cross-ratio of each of their 
vertices in different images will have equal value. Assume that at least one of the base edges is visible in each 
image. Since a visible object base edge has to be an object boundary edge in an image, only object boundary 
edges will be considered for the cross-ratios check for the associated subpolygons as well as other geometric 
constraint checks in determining the object base vertex/edge correspondence. These geometric constraints 
include (i) the position of the edges along the boundary of object faces, and (ii) the division of the C-plate 
vertices by the extended lines of these edges. Based on one of the determined corresponding base edge pairs, the 
correspondence of all other edges can be determined by constraints similar to (i). Finally, some additional 
viewpoint invariant measures about the object faces and the C-plates are introduced to resolve the ambiguity 
problem which may arise for specific viewpoints and some special object shapes. The proposed approach only 
needs 2-D image data and has no constraint on the number of vertices of an object face. Experimental results are 
presented for some polyhedral as well as curved objects. ~'. 1997 Pattern Recognition Society. Published by 
Elsevier Science Ltd. 
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1. INTRODUCTION 

In stereo vision, reconstructing the 3-D information of an 
object requires finding feature correspondence from two 
perspective views of the object. Techniques for solving 
the correspondence problem can be divided into two 
categories: (1'2) area-based stereo techniques and fea- 
ture-based stereo techniques. Since area-based stereo 
techniques are sensitive to the change of the perspective 
distortions and intensity, and are slower, most researchers 
use the feature-based stereo techniques, (3-13) which 
choose image features such as comer points, junctions, 
line segments, etc., as primitives for correspondence 
matching. Most feature-based stereo techniques employ 
an epipolar line approach, (3-J1) such that a designated 

feature in one image is matched with features on the 
epipolar line in the other image. Since other 3-D feature 
points on the epipolar plane will also be projected onto 
the epipolar line, often more than one feature appears on 
the epipolar line. In such a circumstance, one cannot be 
sure of the feature of the true correspondence without 

* Author to whom correspondence should be addressed. E- 
mail: zchen@csie.nctu.edu.tw. 

additional information, i.e. an ambiguity problem arises. 
Many researchers try to use disparities of features, (3'4) 
geometric constraints, (5 9) the intensity of neighbor- 
hoods, (1°'~1) or some other heuristics to resolve the 
problem, but still cannot avoid the ambiguities comple- 
tely. Although the epipolar line approach searches cor- 
responding features in a 2-D image, the approach needs 
to use the 3-D information of two camera lens centers to 
construct an epipolar plane before building the epipolar 
line of each feature and is thus inefficient. 

Lei (14) presents a method to match planar polygons of 
more than four vertices in two images using the cross- 
ratios. It is shown that the value of the cross-ratio of each 
of the vertices is viewpoint invariant. Since the method 
does not use 3-D information, it is simple. The method 
can be used to match polyhedral objects with the require- 
ment that at least one of the polyhedral faces have more 
than four vertices. For every possible pair of correspond- 
ing polyhedral faces from two images, the method must 
compute and cyclically match the cross-ratios for every 
vertex. Therefore, it requires much computation time and 
matching frequency. 

In this paper, we propose a novel approach to solving 
the vertex/edge correspondence in the stereo images. The 
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images are obtained with an auxiliary planar calibration 
plate (C-plate) placed under the object. It is shown that 
with the extra information provided by the C-plate, the 
following objectives can be attained: 

1. The number of vertices of each object face can be 
less than five. 

2. Only the 2-D image data is needed for determining the 
vertex/edge correspondence. 

3. The exhaustive search for cyclically matched cross- 
ratio sequences for the vertices of each of the feasible 
object face pairs can be avoided. 

4. The ambiguity in the feature correspondence can be 
resolved for general situations. 

According to the proposed approach, the C-plate 
vertex correspondence is first determined using cross- 
ratios; the result is then used to reduce the search space 
for determining object vertex/edge correspondence. 
First, the correspondence of object edges lying on the 
C-plate (called the object base edges) is considered. This 
is because the subpolygons obtained from the division of 
the C-plate by the extended line of each of these base 
edges are viewpoint invariant, i.e. the cross-ratio of each 
of their vertices in different images will have equal value. 
Since a visible object base edge must be an object 
boundary edge in an image, only object boundary edges 
will be considered /'or determining the object base 
vertex/edge correspondence. The correspondence is de- 
termined by cross-ratios check for the associated 
subpolygons as well as other geometric constraint 
checks about the boundary edges. These geometric 
constraints include (i) the position of the edges 
along the boundary of object faces, and (ii) the division 
of the C-plate vertices by the extended lines of these 
edges. Based on one of the determined corresponding 
base edge pairs, the correspondence of all other edges, 
including the non-base edges, can be determined by 
constraints similar to (i). Finally, some additional view- 
point invariant measures about the object faces and the C- 
plates are introduced to resolve the ambiguity problem 
which may arise for specific viewpoints and some special 
object shapes. 

The remainder of this paper is organized as follows. 
Section 2 describes the method of finding possible base 

vertex/edge correspondence based on viewpoint invariant 
features in two images. The efficiency of the proposed 
four-step procedure is achieved by using the predeter- 
mined C-plate vertex correspondence. Based on one of 
the determined corresponding base edge pairs, Section 3 
describes the procedure for determining the correspon- 
dence of other edges. The possibilities of using other 
viewpoint invariant measure to resolve the ambiguity 
problems that arise for specific viewpoints and some 
special object shapes are also presented. Section 4 pre- 
sents an extension of the proposed approach when the C- 
plate boundary is partially occluded. Section 5 illustrates 
the implementation of our method and presents some 
experimental results. Some concluding remarks are given 
in Section 6. 

2. FINDING POSSIBLE BASE VERTEX/EDGE 
CORRESPONDENCES BASED ON VIEWPOINT INVARIANT 

FEATURES IN TWO IMAGES 

Assume that an object is placed on the C-plate and the 
boundary of the C-plate is not occluded by the object. 
The extended line of a base edge of the object will divide 
the C-plate into two subpolygons which are invariant 
with respect to different viewpoints. The main idea of the 
proposed approach is to use the viewpoint invariant 
property of the subpolygons to find the possible base 
vertex/edge correspondence. 

It is obvious that any visible object base edge has to be 
a boundary edge of the object in an image. Thus, only 
these boundary edges will need to be considered in the 
determination of base vertex/edge correspondence. For 
example, Fig. 1 shows two images of a polyhedron 
placed on the C-plate. For the extracted object edges 
shown in Fig. 2, the boundary edges, represented in 
vertex pairs, include (0,1), (1,2), (2,3), (3,4), (4,5), 
(5,10), (10,9), and (9,0), while the rest are internal edges. 
Among these boundary edges, edges (0,1), (1,2), (2,3), 
and (3,4) are visible base edges. In general, the straight 
line containing a boundary edge can divide the C-plate 
into two subpolygons in the image (see Fig. 3). If the 
boundary edge is an image of a base edge, the associated 
subpolygons of the edge obtained from different view- 
points will correspond to the identical division of the C- 

(a) (b) 
Fig. 1. Two views of a polyhedron placed on the C-plate. (a) Image 1. (b) Image 2. 
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Fig. 2. Edges extracted from (a) Image 1 and (b) Image 2 of Fig. I. 
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(a) (b) 
Fig. 3. Division of the C-plate into two associated subpolygons by the extended line of the object boundary 

edge BC in (a) Image 1 and (b) Image 2. 

plate, otherwise the subpolygons will not have such a 
viewpoint invariant property. 

According to Lei, (t4) the value of the cross-ratio 
(which can be calculated for polygons having at least 
five vertices) of each of the vertices of the associated 
subpolygons of a base edge will be the same in images 
obtained from different viewpoints. Therefore, one can 
match the cross-ratios of the vertices of the associated 
subpolygons of any two boundary edges, each from a 
different image, to determine the possible base edge 
correspondence. However, the direct matching is of time 
complexity O(NMV), where N and M are the number of 
object boundary edges in Image 1 and Image 2, respec- 
tively, and V is the maximum number of vertices of the 
associated subpolygons containing at least five vertices. 
It is shown in the following that if we first determine the 
vertex correspondence of the C-plates in the two images 
by using cross-ratios, the correspondence, as an auxiliary 
information, can speed up the procedures for finding the 
base vertex/edge correspondence by reducing the search 
space of the matching process. 

2.1. Determination o f  C-plate vertex correspondences 

For determining the vertex correspondence of the C- 
plates in two images, it is assumed that the number of 

04 

V5 

V2 

V4 

Fig. 4. Internal/external angles of a pentagon formed by 
VI rg)/'s' 

vertices of the C-plate is larger than or equal to five. 
Thus, the method proposed by Lei (14~ can be applied. 
Consider the polygon shown in Fig. 4, according to 
Lei; (14) the cross-ratio of Vt is viewpoint invariant and 
can be computed as 

sin(01 + 02) sin(02 + 03) 

where 01, 02, and 03 are angles formed by the rays 
originating from Vt and pointing toward its four neigh- 
boring vertices (V:, Vs, I/4, and V s) arranged in the 
counterclockwise (or clockwise) direction, with 
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~-~i31 0, < 180 °. Let R} be the cross-ratio of the 
jth vertex, Vj, of the C-plate in the ith image, 
i = 1,2; j = 1,2 . . . . .  V _> 5. For the vertex sequence 
{VII I  _<j < V}, the vertex sequence 2 { g(j+k? I 1 _< 
j < V ,  l < k < V - l } ,  ( j + k )  = (]'+k)modV, whose 
corresponding cross-ratio sequence satisfies the follow- 
ing criterion, is identified as the matched vertex 
sequence: 

V 

Min Z ]R) - R~+k)l 2. (2) 
j=l 

Thus, the computational complexity for determining the 
correspondence of C-plate vertices in two images is 
O(V), where V is the number of vertices of the C-plate. 
With the determined C-plate vertex correspondence, the 
object base vertex/edge correspondence can be found 
more efficiently, as discussed in the next section. 

2.2. Determination of object base vertex~edge 
correspondences 

Let el, i - 1 , 2 , . . . ,  N, be the ith object boundary edge 
in Image 1, and e~, i -  1 ,2 , . . .  ,M, be the jth object 
boundary edge in Image 2. The procedure of determining 
if e] and e~ form a corresponding base edge pair includes 
the four steps described next. The first two steps check if 
the object faces containing these edges, as well as the 
divisions of the C-plate by the extended lines of these 
edges, are geometrically consistent in the two images. 
The last two steps check some viewpoint invariant prop- 
erties associated with the two edges. 

2.2.1. Step 1: Object face vertex number check. In 
this step, we check if the number of vertices of the 
object face containing e] is identical to that for the face 
containing e~. Given an object boundary edge in an 
image, the face containing the edge is unique. Such a 
check can prevent two boundary edges belonging to two 
faces containing different number of vertices, and thus 
corresponding to two different object edges, from being 
processed further in the subsequent procedure. 

2.2.2. Step 2: Subpolygon's C-plate vertex check. It is 
easy to see that the division of the C-plate by the line 
containing e] is identical to that due to e~ if the two 
edges correspond to the same object base edge. In this 
step, it is checked if the associated subpolygons of e] 
and e~ have ident ical  C-plate vertices whose 
correspondences have been found in Section 2.1. 

2.2.3. Step 3." Cross-ratio check along edge direction. 
In Fig. 3, if edge BC is a base edge, an alternative form 
of cross-ratio of the four points, A, B, C, D, on the 
extended line of the edge can be calculated as 

R = Iacl" IBDI (3) 
]BCl. IADI' 

which is viewpoint invariant according to Duda and 
Hart. (~s) Let the cross-ratio associated with edge e] be 
denoted as R], and that associated with edge e~ be 

Table 1. Cross-ratios of the four points, similar to that shown in 
Fig. 3, along each of the extended lines of the boundary edges 
shown in Fig. 2 which pass the first two steps of the procedure 

for finding the object base edge correspondence 

Image I Image 2 

Veaex pairs Cross-ratios Veaex pairs of Cross-ratios 
of boundary R] boundary edges R~ 
edges 

(0,1) 2.24 (0, I ) 2.27 
(I,2) 2.28 (1,2) 2.30 
(2,3) 2.20 (2,3) 2.24 
(3,4) 2.35 (3,4) 2.34 
(4,5) 1.83 (5,10) 1.40 
(5,10) 1.42 (10,9) 1.26 
(10,9) 1.27 

denoted as R 2. We check if the two cross-ratios, R] and 
R 2, are equal. The time complexity for comparing the 
two cross-ratios is O(1). Although, for every base edge, 
the above cross-ratios are viewpoint invariant and 
should have identical values in theory, numerical 
errors may exist in practice due to noise. (Possible 
sources of noise include image distortion, quantization 
error of image coordinates and feature extraction error, 
etc.) Table 1 lists the cross-ratio values computed for the 
boundary edges shown in Images 1 and 2 of Fig. 1 
which have passed the above two steps. Two edges, e~ 
and e 2, are considered as a possible corresponding base 
edge pairs, if 

IR] R21 < T,, (4) 

for some Ti. In this paper, the k-means clustering 
algorithm (16~ is used to determine TI according to the 
distribution of cross-ratio errors, IR~ R2r s, for all 
possible (ij). 

2.2.4. Step 4: Cross-ratio checks for subpolygon's 
vertices. Since the division of the C-plate by the line 
containing e~ is identical to that due to e 2 if the two 
edges correspond to the same object base edge, the 
cross-ratios of the corresponding vertices of the 
associated subpolygons of e] and e 2 are compared in 
this step to see if they possess the viewpoint invariant 
property. Because it is assumed that the C-plate contains 
at least five edges, in general, the two associated 
subpolygons of any one boundary edge will have four 
and five edges, respectively. (The discussion for the 
cases when a boundary edge is collinear with one or two 
C-plate vertices and that the two associated subpolygons 
contain less than or equal to four edges, are omitted for 
brevity.) In the following calculation of cross-ratios, 
only the associated subpolygons of e] and e 2 which have 
five edges (e.g. the subpolygons of edge BC which have 
vertices 21, 22, and 23 in Fig. 3) are considered. 

Similar to the discussion presented in Section 2.1, 
Lei's cross-ratio formula [equation (1)] can be used to 
compute the cross-ratios of each vertex of the associated 
subpolygons of an object edge under consideration. Since 



Determination of feature correspondences in stereo images 1391 

the vertex correspondence of the two associated subpo- 
lygons is known from step 2, it is not necessary to 
cyclically match the calculated cross-ratio sequences 
as in equation (2). Instead, the two vertex cross-ratio 
sequences R l and R 2 (R k = {Rkq I k = 1,2; q = 1,2 . . . .  , 
U}) are compared to see if the sum of the squared cross- 
ratio differences (SCRDs) satisfies 

U 
IR'  R2 /< r2 (5) 

q 1 

for some small T2, where Rkq is the cross-ratio of the qth 
vertex of the associated subpolygon in Image k, and U is 
the total number of vertices of the subpolygon. In the 
presented experimental results, 7"2 is heuristically chosen 

is indicated. For example, a "3" means the two edges 
pass all steps except step 4. The pairs of edges marked 
with a "4" correspond to most likely base edge corre- 
spondences. 

Although the cross-ratio computed from Lei's formula 
gives some reasonable results in the above example, 
equation (1) is sensitive to the variation of 0i's in 
Fig. 3 for small 02. The reason can be seen by observing 
the effect of the errors in 01, 02, and 03 on the error of 
cross-ratio R, respectively. Let 6R, 601 , 602, and 603 be the 
errors of R. 01, 02, and 03, respectively. We have 

OR + ~ ~50~ + O~ 603, 6R = ~ t50~ OR 

where 

and 

OR [cos(01 -~- 02) sin(01 + 02 -}- 03) -- COS(01 + 02 -L 03 ) sin(0t + 02)] sin(02 + 03) 
O01 sin(02) sin2(01 + 02 + 03) 

OR 1 
x {[cos(01 + 02) sin(02 + 03) 

002 sin2(02) sin2(01 + 02 + 03) 

+ cos(02 + 03) sin(01 + 02)] sin02 sin(0t + 02 + 03) - [cos(02) sin(0j + 02 + 03 

+ cos(01 + 02 + 03) sin(02)] sin(01 + 02) sin(02 + 03)}, 

OR _ [cos(02 + 03) sin(01 + 02 + 03) - cos(01 4- 02 @ 03) sin(02 + 03)] sin(0j + 02) 

003 sin(02)sin2(0t + 02+03)  

as three times the mean value of the SCRDs which have 
identical location of the most significant digit as that of 
the smallest SCRD. The time complexity of matching the 
two cross-ratio sequences of the two associated subpo- 
lygons is O(1). If equation (5) is not true, the proposed 
approach precludes the possibility that the two edges 
form a corresponding base edge pair. 

Table 2 shows possible base vertex/edge correspon- 
dences in the two images shown in Fig. 1, in which a pair 
of vertices is used to represent each of the object edges. 
For each pair of edges, one from each image, the number 
of steps passed in the above four-step procedure for 
determining possible object base edge correspondence 

When 0 ° < 02 < 90 °, a small 02 will result in a large 
value of OR/OOi, because of the sin(02) term in the 
denominator of OR/OOi in the above equations. For 
example, the associated subpolygon of edge (0,1) in 
Image 1 (and in Image 2) shown in Fig. 3 has two very 
short edges, (51, 23) and (21, 50). Vertex 21 of the 
associated subpolygon of edge (0, 1) in lmage 1 (2) 
has 02--10.57 (11.8) and vertex 23 in Image 1 (2) has 
02-4.8 (7.73). Table 3 shows the cross-ratios calculated 
for the vertices of the associated subpolygons of edge 
(0,1) in the two images. Since the two cross-ratios, as 
well as the SCRD, calculated for vertex 21 are large 
(similar result can be found for vertex 23), the total 

Table 2. The number of steps passed in the four-step procedure for findin/~ the object base edge correspondence for boundary edges 
shown in Fig. 2 

Boundary edge in Image 2 

Boundary (0.1) (1,2) (2,3) (3.4) (4.5) (5.10) (10.9) (9.0) 
edge in 
Image 1 

(0,1) 3 1 2 1 I 
(I,2) 1 3 1 3 I 
(2.3) 2 1 4 1 I 
(3,4) l 3 1 4 I 
(4,5) 1 2 I 2 I 
(5.10) 
(10,9) 
(9,0) 1 1 l 1 1 

4 l 
1 3 

*In step 4, the cross-ratios are computed using Lei's cross-ratio formula [equation (1)]. 
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Table 3. Cross-ratios* of vertices of the pentagonal subpolygon of edge (0,1 ) shown in image 1 and Image 2 of Fig. 2, and the sum 
of the squared differences of the corresponding cross ratios 

Edge (0,1) in image 1 Edge (0,1) in image 2 

Vertex # of an asso- Cross-ratios Vertex # of an Cross-ratio Absolute difference IRIq - R~[ 
ciated subpolygon associated subpolygon of cross-ratios 

R:, R 2q I Rlq - R~ I 

50 1.21 50 1.16 0.05 0.00 
51 1.22 51 1.28 0.06 0.00 
23 4.56 23 3.91 (I.66 0.43 
22 1.04 22 1.05 0.00 0.00 
21 4.73 21 5.79 1.06 1.13 
Sum 1.56 

*The cross-ratios are computed using Lei's cross-ratio formula. 

SCRD is equal to 1.56 and the two corresponding base 
edges do not pass the cross-ratio check in step 4. Similar 
result can be shown for edge (1,2). In fact, there are 
examples for which the cross-ratio check yields erro- 

neous results, i.e. the smallest total SCRD does not 
correspond to a correct base edge correspondence. 

In order to avoid the above undesirable numerical 
problems due to very short edges of the associated 
subpolygons, different ways to compute the cross-ratios 
are considered in this paper. Barrett et al. (t7~ have shown 
that if no three of five coplanar points are collinear, the 
cross-ratio of one of the points can be calculated as 

sin 02 sin 04 
R* -- (6) 

sin(0t + 02) sin(02 + 03) '  

where 01, 02, and 03 are defined similar to that shown in 
Fig. 4 and 04 = 360 ° - ~-~.=l Oi. Since equation (6) is 
the negative reciprocal of equation (1), the cross-ratio R* 
also possesses the viewpoint invariant property. Since 
equation (6) does not have the aforementioned numerical 
problem for a small 02, it is used in the rest of this paper 
for the cross-ratio check in step 4. Table 4 shows the 
results similar to that shown in Table 2 by using equa- 
tion (6) in place of equation (11. Each of the boundary 
edge pairs passing all four steps corresponds to a correct 
base edge correspondence. Among these corresponding 

base edge pairs, the one with the minimum total SCRD 
will be used to determine the correspondence of all other 
object edges, as discussed next. 

3. D E T E R M I N A T I O N  OF O T H E R  VERTEX/EDGE 
C O R R E S P O N D E N C E S  

3.1. Genera l  procedure  

Once the corresponding object base edge pair is found 
with the above procedure, the result is used to find the 
correspondences of other edges in the two images. Since 
each of the pair of the corresponding base edges belongs 
to only one object face in the individual image, the two 
faces can be matched using their edge sequences ar- 
ranged in the clockwise (or counterclockwise) order. The 
matching of the two faces is considered successful if the 
following two conditions hold: (a) the lengths of the two 
edge sequences are equal and (b) the newly matched pairs 
of edges do not conflict with any existing matched edge 
pairs. After a successful matching of two faces, the two 
faces are marked "matched"  and all the newly matched 
pairs of edges are recorded and attached to the end of the 
"matched edge pair (MEP)" queue. The above procedure 
continues for the next matched edge pair in the MEP 
queue to check whether the two edges belong to two 

Table 4. The number of steps passed in the four-step procedure tor findin[g the object base edge correspondence for boundary edges 
shown in Fig. 2 

Boundary edge in Image 2 

Boundary (0,1 ) ( 1,2) (2,3) (3,4) (4,5) (5,101 ( 10,91 (9,01 
edge in 
Image 1 

(0,1) 3 I 2 1 1 
(1,21 1 4 1 3 I 
(2,3) 2 1 4 1 I 
(3,4) 1 3 1 4 1 
(4,5) I 2 1 2 1 
(5,101 
( 10,91 
(9,0) 1 1 1 1 1 

3 l 
l 3 

*In step 4, the cross-ranos are computed using Barrett's cross-ratio formula [equation (6)]. 
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Fig. 5. (a) A tent-shaped polyhedron placed on the C-plate and two viewpoints Oi and 02. (b) [(c)] 
Perspective image of the object obtained from O1 IO2]. (d) A pentagon CiQijgiQi IQ~2 constructed from 

face BIAICIDI. 

object faces which satisfy the above two conditions but 
have not yet been matched. The process for determining 
the vertex/edge correspondence is completed when the 
MEP queue is empty. 

For the example shown in Fig. 1, the correspondences 
of all the object edges in the two images can be found 
correctly with the above procedure. The proposed pro- 
cedure also works well for a partially occluded object 
(examples are presented in Section 5). However, there 
are rare occasions which occur at specific viewpoints for 
some special object shapes that additional procedures are 
required to ensure meaningful results in the correspon- 
dence, as discussed next. 

3.2. Additional procedure Jor special cases 

Although it is practically impossible, the conflict 
check in the above procedure will fail under some special 
circumstances. Figure 5(a) shows a tent-shaped polyhe- 
dron placed on the C-plate and two viewpoints for which 
the above matching process will generate erroneous 
results. Assume viewpoint O~ is located at the intersec- 
tion of extended lines of edges AE and BF that edges AB 
and EF coincide in the image; and only face ACDB can 

be seen, as shown in Fig. 5(b). If viewpoint 02 is located 
at the other side of the object from which only face AEFB 
can be seen, as shown in Fig. 5(c), according to the base 
vertex/edge correspondence finding procedure presented 
in Section 2, edge B1Al in Image 1 and edge F2E2 in 
Image 2 will form a matched base edge pair. Further- 
more, the other edges of the two faces BjAICtD1 and 
FzEzA2B 2 will be matched successfully, according to the 
above general procedure. 

If viewpoint 02 is located such that AB and CD do not 
coincide in the image, faces BACD and FEAB do not 
correspond to perspective projections of the same planar 
object onto the C-plate. Therefore, a viewpoint invariant 
measure such as the cross-ratio can be used to prevent an 
establishment of correspondence between them. Since 
the cross-ratio can only be calculated for the vertices of a 
polygon which has at least five vertices, and no three of 
them are collinear, the polygon with the following five 
vertices is used instead: the two intersection points of the 
extended line of the base edge and the C-plate boundary, 
the two vertices which do not belong to the base edge, 
and the intersection point of the two diagonals of the face. 
Figure 5(d) shows the pentagon constructed from face 
B~AICID1. Using the cross-ratio check similar to that 
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Fig. 6. Perspective image of (a) A pyramid placed on the C-plate and three viewpoints O1, 0 2 and O~. (b) 
The object image obtained from Oi. (c) The object image obtained from 02. (d) The object image obtained 

from 0~. 

described in Section 2.2.4, the two newly constructed 
pentagons, and thus the two faces BIA1C1DI and 
F2E2A2B2, will not result in a match. 

On the other hand, in an extremely rare situation, if 
viewpoint 02 is located at the intersection of extended 
lines of edges AC and BD with the location of O1 
unchanged, edges AB and CD will coincide in the image 
that CIDI and A2B2 will also form a matched base edge 
pair. With the above information alone, the only conclu- 
sion one can make is that the two faces match perfectly 
and the corresponding object is a polygon which is 
coplanar with the C-plate, i.e. the ambiguity problem 
is not resolvable in 2-D space. (However, the ambiguity 
can be detected in 3-D space.) 

As another example of a special case, Fig. 6 shows the 
pyramid-shaped object that each visible object face 
contains only three vertices. Assume viewpoint Oj is 
located at the extended line of edge DE so that edges EC 
and DC coincide in the image (and so do edges EA and 
DA), and only faces ABE and BCE can be seen. If 
viewpoint 02 is located at the other side of the object 
from which only faces CDE and ADE can be seen, 
according to the base vertex/edge correspondence find- 
ing procedure presented in Section 2, edge EjAj in Image 
1 and edge D2A2 in Image 2 will form a matched base 

edge pair, and so do edges CtEl and C2D2. Furthermore, 
the other edges of the two faces EIA iBj and D2AzE 2 will 
be matched successfully, and so do those of the two faces 
C~EtBI and C2D2E2, according to the general procedure 
presented in this section. Due to the special object 
geometry, a procedure similar to that developed for 
Fig. 5 to construct polygons of more than four vertices 
from object faces has not been found. Additional infor- 
mation can be introduced to resolve the ambiguity pro- 
blem. For example, if a third viewpoint 03 is located near 
Ol as shown in Fig. 6(a), and can see three faces, ABE, 
BCE, and CDE, edge AiBi in Image 1 and edge A3B3 in 
Image 3 will form a matched base edge pair (so do edges 
BICI, and B3C3, and edges CiEi and C3D3). However, 
according to the procedure presented in Section 3.1, 
we can detect conflicts in the object geometry except 
for the first base edge pair which corresponds to a correct 
match. 

4. DETERMINATION OF OBJECT VERTEX/EDGE 
CORRESPONDENCES WITH PARTIALLY O C C L U D E D  

C-PLATE BOUNDARY 
The proposed approach can be extended to situations 

when the C-plate boundary is partially occluded as long 
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Fig. 7. An example of a partially occluded C-plate. 

as the complete boundary can be recovered. For example, 
if the visible part of each of the C-plate edges is of finite 
length (see Fig. 7), the complete C-plate boundary can be 
reconstructed through simple interpolation. In this case, 
if it is known a priori that the base face of the object is 
internal to the C-plate boundary, the object boundary 
edges which are not completely inside the C-plate bound- 
ary can be ruled out in the base edge correspondence 
check. 

5. EXPERIMENTAL RESULTS 

In this section, experimental results for the determina- 
tion of vertex/edge correspondences for an object in two 
images are presented. For an object placed on the C-plate, 
two images are taken from two different viewing angles, 
denoted as Images 1 and 2 of the object, respectively. The 
objects used in the experiments include two polyhedra 
and two curved objects. Figures 8-11 show the images of 
these objects. While edges of polyhedra are marked with 
dark lines, dark grid lines are pasted on the surface of the 
curved objects. 

Once images of an object are obtained, line features 
are extracted for the object as well as the C-plate. Figures 
12 and 13 show the extracted features for Figs 8 and 9, 
respectively, with the object vertices marked with iden- 
tification numbers. Tables 5 and 6 show the results of the 
base edge correspondence finding procedure, similar to 
Table 4, for object boundary edges shown in Figs 12 and 
13, respectively. Figures 14 and 15 show the correspond- 
ing edges obtained by the proposed approach for Figs 8 
and 9, respectively. Tables 7 and 8 show the results of the 
base edge correspondence finding procedure for selected 
edges shown in Figs 16 and 17, respectively, for the 
curved objects. One can verify that the base edge corre- 

(a) (b) 
Fig. 8. Two views of a polyhedron placed on the C-plate. (a) Image 1. (b) Image 2. 

(a) (b) 
Fig. 9. Two views of the polyhedron shown in Fig. 8 but placed differently on the C-plate. (a) Image I. (b) 

Image 2. 
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(a) (b) 

Fig. 10. Two views of a bottle-shaped object placed on the C-plate. (a) Image 1. (b) Image 2. 

(a) (b) 

Fig. 1 1. Two views of a bowl-shaped object placed on the C-plate. (a) Image I. (b) Image 2. 

I 0 7 ~  2 1 t 

I~ ~jI"jy'~ ~ _  

(a) (b) 
Fig. 12. Edges extracted from (a) Image 1 and (b) Image 2 of Fig. 8. 

(a) 

_~_!!~<2~. i. 7 6 .5 ~ 

(b) 
Fig. 13. Edges extracted from (a) Image 1 and (b) Image 2 of Fig. 9. 
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Table 5. The number of steps passed in the four-step procedure for finding the object base edge correspondence for boundary edges 
shown in Fig. 12 

Boundary edge in Image 2 

Boundary ( 1,2) (2,11 ) (11,10) (10,9) (9, 8) (8,7) (7,6) (6,1 ) 
edge in 
Image 1 

( 0 , 1 )  1 1 I 1 1 3 
(1,2) 4 I 
(2,3) 1 I 
(3,10) 2 1 1 1 1 1 
(10,9) 1 1 2 1 2 1 
(9,8) 1 1 I I 1 1 
(8,7) 1 1 2 1 3 1 
(7,0) 1 1 1 1 1 

Table 6. The number of steps passed in the four-step procedure for finding the object base edge correspondence for boundary edges 
shown in Fig. 13 

Boundary edge in Image 2 

Boundary (0,1) (1,8) (8,4) (4,5) (5,6) (6,7) (7,3) (3,0) 
edge in 
Image 1 

(0,1) 4 1 1 
(1,8) 1 3 1 
(8,4) 1 2 1 
(4,5) 
(5,6) 
(6,7) 
(7,3) 
(3,0) 1 1 1 

1 1 1 1 
1 3 1 1 
2 1 2 1 
1 1 1 2 

Ik. ~, 

(a) (b) 
Fig. 14. Edges in (a) Image 1 and (b) Image 2 of Fig. 12 for which the vertex/edge correspondences have 

been established. 

f- 

/ c:Z7 

(a) (b) 
Fig. 15. Edges in (a) Image 1 and (b) Image 2 of Fig. 13 for which the vertex/edge correspondences have 

been established. 
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Table 7. The number of steps passed in the four-step procedure 
for finding the object base edge correspondence for some 

selected boundary edges shown in Fig. 16 

Table 8. The number of steps passed in the four-step procedure 
for finding the object base edge correspondence for some 

selected boundary edges shown in Fig. 17 

Boundary edge in Image 2 Boundary edge in Image 2 

Boundary (0,1) (1,2) (2,3) (3,4) Boundary (0,1) (1,2) (2,3) (3,4) (4,5) 
edge in edge in 
Image 1 Image 1 

(0,1) 2 2 1 1 (0,1) 1 1 1 1 1 
(1,2) I 1 3 3 (I,2) I 1 1 1 1 
(2,3) I 1 3 4 (2,3) I I I 1 1 
(3,4) 1 1 1 t (3,4) 2 1 1 I I 
(4,5) 1 1 1 1 (4,5) 1 4 2 t 1 

(a) (b) 

Fig. 16. The two views of the bottle-shaped object placed on the C-plate with identification numbers marked 
for some vertices. (a) Image 1. (b) Image 2. 

(a) (b) 

Fig. 17. The two views of the bowl-shaped object placed on the C-plate with identification numbers marked 
for some vertices. (a) Image 1. (b) Image 2. 

spondence for each of  the curved objects is correct. The 
other  corresponding edges similar to that shown in 
Fig. 14 can also be derived for the curved object.  The  
results are not shown for brevity. 

6. CONCLUSION 

In this paper, we have presented a novel approach 
which uses the extra informat ion provided by a calibra- 

t ion polygon,  the C-plate,  to solve the object  vertex/edge 
correspondence problem. We first de termine the C-plate 
vertex correspondence in two images by compar ing  the 
cross-ratios of  C-plate vertices. The  result is then used to 
simplify the subsequent  procedure for f inding the object  
base vertex/edge correspondence.  Only object  boundary 
edges in the two images need to be considered for 
possible base edge correspondence.  Simple geometr ic  
relations with other features in the image as well as 
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viewpoint invariant properties associated with a base 

edge are examined in finding the correspondence. The 
former are concerned with (i) the object face containing 
the edge and (ii) the subpolygons obtained by dividing 
the C-plate with the extended line of the edge. The latter, 
on the other hand, involve the calculation of the view- 
point invariant measure, e.g., cross-ratio, for (i) relative 
location of the edge in the C-plate along the direction of 
the edge, and (ii) the associated subpolygons. Once the 
object base edge correspondence has been determined, 
the correspondence of other edges can be determined in a 
straightforward manner using one of the corresponding 
base edge pairs, except for some very special situations. 
The special situations are involved with images acquired 
at specific viewpoints for some special object shapes, and 
may result in ambiguity in the correspondence. An 
additional procedure may be carried out to resolve the 
problem and is briefly discussed. 

The proposed approach has several advantages com- 
pared with other approaches for solving similar pro- 
blems. First, it uses only 2-D image data and does not 
require 3-D information, so it is simple and efficient. 
Second, unlike Lei 's  method, the number of vertices of an 
object face can be less than five. Third, with the pre- 
determined vertex correspondence of the C-plate, the 
search space for finding base vertex/edge correspondence 
is greatly reduced. Finally, the ambiguity in the corre- 
spondence can be resolved for general situations. 

An important usage of the calibration polygon was 
given in Chiu et al., ~18~ where the calibration polygon is 

used for camera calibration in an on-line fashion, so that a 
single camera can be moved around to take stereo images 
from a fairly large range of viewing angles for 3-D 
reconstruction. Since the two images can be taken with 
nearly orthogonal optical axes, we can generally obtain 
the results which are less sensitive to the feature point 
position errors for a triangulation process and, therefore, 
are more accurate than those obtained by the conven- 
tional stereo vision methods. 

Theoretically, the use of the calibration polygon, the 
C-plate, in this paper is, in some sense, equivalent to 
assuming the known shape of a visible polygonal face of 
a polyhedron. With this augmented calibration plate 
which is under our control, we can determine the feature 
correspondences in a pair of stereo images for a fairly 
general object which has at least a visible base edge (real 
or virtual) on the calibration plate. 
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