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Identifying Invalid States for
Sequential Circuit Test Generation

Hsing-Chung Liang, Chung Len Le8gnior Member, IEEEand Jwu E. Chenylember, IEEE

Abstract—For sequential circuit test pattern generation incor-  [5]-[10] and process the circuit in one time frame, they still
porating backward justification, we need to justify the values on  need to memorize the justified states and the information
flip-flops to activate and propagate fault effects. This takes much of previous justified time frames in order to speed up test

time when the values to be justified on flip-flops appear to be fi S d th tati lexity is i d
invalid states. Hence, it is desirable to know invalid states, either generalion. second, the computation compiexity 1S increase

dynamically during the justification process or statically before greatly. This is because, during the process of backward

proceeding to test generation. justification, there is a large searching space on the states of
This paper proposes algorithms to identify, before test gener- flip-flops. The test generator may justify the states that are, in

ation, invalid states for sequential circuits without reset states. fact, unjustifiable. These unjustifiable states ianealid states

The first algorithm explores all valid states from an unknown f the circuit. i th t fip-f tt
initial state to search the complete set of invalid states. The second O the Circuit, 1.e., th€y cannot appear on Hip-flops no matter

algorithm finds the complete set of invalid states from searching What input sequences are applied to the circuit from the initial
the reachable states for each state. The third algorithm searches state. The test generator will search in vain for all the possible
the invalid states which are required for test generation to help values of lines or may get into an infinite loop and finally
stop justification early by analyzing dependency among flip-flops a1t the process. This degrades the test generation efficiency.

to simulate each partial circuit. Experimental results on ISCAS H it is desirable to obtain the inf i . lid
benchmark circuits show that the algorithms can identify invalid ence, It IS desirable to obtain the information on Invall

states in short time. The obtained invalid states were also used States during or before test generation. Chen and Bushnell [11]
in test generation, and it was shown that they improved test have developed a test generator to dynamically identify invalid
generation significantly in test generation time, fault coverage, states during test generation, however, they only provided the
and detection efficiency, especially for larger circuits and for ey its of small circuits. To identify invalid states before test
those that were difficult to generate. . . L .
_ _ _ generation, Longet al. [12] used implicit state enumeration
Index Terms—Invalid states, sequential test generation, VLS| pased on binary decision diagrams to find some invalid states.
testing. In addition, the symbolic simulation method [13] was also
proposed to find some invalid states of sequential circuits.
I. INTRODUCTION In this paper, three algorithms are proposed to identify
. - oo . . i:nvalid states before test generation. The obtained information
EST generation for digital circuits mainly consists of . . : : .
two processes, i.e., activating the target fault and the(:)n. mvahd states is applied to test g_eneratlon to_lmprove the
v e'?hmency of the test generator. The first two algorithms search

propagating the fault effects to primary outputs. Both Processhe complete set of invalid states, and the third algorithm
involve justification of line values which are required for '

making fault activation and propagation be pessible. Fbc;entlfles only the invalid states which are required for test

2 o . ) .qeneration. The first one simulates the circuit to explore all
combinational circuits, the above step is relatively easy as it P the valid states to find invalid states. The second algorithm
performed only in one time frame. However, for sequentia :

makes use of the fact that valid states are the states that can

circuits, the justification may involve more than one tim% L )
L e reached from all other states for an initializable sequential
frame. This first increases the memory usage for test genera-

. L cuit. For the third algorithm, this is because, for test
tion. For example, the sequential circuit test generators [1]_%1neration onlv a partial set instead of the complete set of
which utilize both theforward time processingFTP) and the onyap P

reverse/backward time processi(f§TP/BTP) to generate testsmvalld states Is reqwreq. Three algorthms_ha\_/e be_zen applied
: . ! : - to ISCAS benchmark circuits [14] to identify invalid states.
require much memory to memorize the information of t|m41=.

frames for propagating faults and justifying the values; andqe time spent was small, and the obtained information on

even for the test generators which use only the RTP approé@‘f/]a“d. states was ShO\.Nn t_o Improve test gengranon eff|C|entIy,
eSpecially for larger circuits and those circuits for which test

generation was difficult.
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Algorithm 1 for finding the complete set of invalid states:
Let S,,,, be the stack of states that have ever appeared;

Let state s, be the present state and s, be the next state on flip-flops;

Let m be the number of primary inputs and I~ be the set of all input combinations;

{

Sever =5
Fig. 1. State diagram example of a sequential circuit, where states,, — unk s .
and s3 are valid states ansy is an invalid state. 5= own initial statc;
do {
valid states ¢ ! invalid states For each input combination , € [,»
L]
] l {
1 |

Simulate the circuit in one time frame from state s,;

Fig. 2. Grouping of states as valid states and invalid states of a sequential
I£5, € Seers Sever = Sner VA 50 5

circuit.

¥
circuit go from states; to states;. A sequential circuit is Extract one new state in S,,,, and assign it to s,;
calledinitializable [15] if it can be brought to a unique final
state, starting with all memory elements in the unkngn)
state, through ahree-value i.e., [0, 1, x], logic simulation
of an input sequence. Hence, if a sequential circuit with
flip-flops is initializable, each of it2™ states can reach oneFig. 3. Algorithm 1 for finding complete set of invalid states.
specific state after it is applied with some input sequence. In .
an initializable sequential circuit, walid stateis a state that cOmbinations. If all of the next states are still unknown, as
can be reached by any other states, including itself, while Qﬁppened fosSlO,. the.3|mulated circuit is referred to as unini-
invalid stateis a state that cannot be reached by some staftdizable. Otherwise, if any new state appears at flip-flops, it
under whatever three-value input sequences. These definitinéécorded and simulated later. The process continues until
are more general than those of [16], which assumed reset sti¥@41ew states appear. The states that never appear are invalid
for the circuit. It is mentioned that the defined initializablStates. This method is similar to that of finding the initialization
here is under three-value logic simulation, and sometimes BRUt sequence (osynchronization sequencfl7], [18] fora
uninitializable circuit, such as510 in [14], is functionally Sequential circuit without reset states. The main difference is
initializable [17]. All states of this type of circuit will be that the latter will stop when a specified state appears, but our
considered as invalid states in this work. method continues to simulate until no new state appears.

For an initializable sequential circuit, the valid and invalid Fig- 3 shows the complete algorithm of Algorithm 1, and
states can be obtained from their state transition diagramfg- 4 shows the process of Algorithm 1 for finding the invalid
given. Fig. 1 shows an example of the state transition diagrait@tes of the circuitin Fig. 1, where the states are supposed to
of a sequential circuit. Assume the circuit is initializable, i.eNa@ve been encoded in a proper way for initializability [15].
it has at least one valid state that can be reached from tH¥iS Circuit has four states, and is implemented by using
unknown initial condition. In the diagram, stateg s», and WO fllp—flo.p.s.wnh one input, The simulation starts from an
s3 can be reached by all four states and statean only be L_mknown |n|§|al state, i.e., all of th_e states as shown in Fhe
reached by itself. Therefore, states s», and s; are valid first node, with the single input assigned 0 or 1. For applying
states ands, is an invalid state. In general, the states of With O, the next state of the circuit is still unknown, and
sequential circuit can be grouped into valid states and invalfderefore it is not necessary for it to be simulated anymore.
states as shown in Fig. 2. For applying with 1, the next state will be the combination

From the above definitions, two algorithms are proposed & s2 and s3, which represents a new state. This state is
find all invalid states of a sequential circuit without reset state€corded and the simulation is continued from this state. This
The first one simulates the circuit to explore all valid statd¥Ocess is continued until no new state appears, as shown in the
to find and arrange invalid states. The second one identiffé@ure. The states that have ever appearedsgre,, and s.
the invalid states by making use of the fact that every staf@erefore,s, is the invalid state of this circuit. In addition,
can reach all of the valid states and every valid state canh@ Circuit is initializable because it has at least one input
reach all of the invalid states. In addition to identifying invaligeduence to drive the circuit to a valid state. This algorithm,

states, these two algorithms can also identify initializability ghough, is simple yet very efficient when the number of invalid
the circuit. states of the circuit is much larger than the number of valid

states since it only simulates valid states.

} while (Not all states in S,,,, have been simulated);

Arrange the states not belonging to S,,,, to be invalid states;

A. Algorithm 1 for Complete Set of Invalid States

As mentioned above, the first algorithm directly simulate%' Algorithm 2 for Complete Set of Invalid States

the circuit to explore all valid states and then to find invalid The second algorithm makes use of the following facts.
states. The simulation starts from an unknown initial state 1) For an initializable sequential circuit havingflip-flops,
at an arbitrary time frame with all of the possible input its state transition diagram is not disjointed in which the
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(@) (b)

Fig. 5. Two examples of state transition diagram for uninitializable sequen-
tial circuits. (a) The circuit has two disjointed connected graphs. (b) Two
groups of states cannot reach each other.

definition of initializable circuit. Therefore, for an initializable
circuit, all of the states, whether valid or invalid, are able
to reach the valid states of the circuit. Fig. 5(b) is used to
explain the second case. It shows a state diagram that is not
disjointed, but the circuit is still uninitializable. Obviously,
neither the states id7; nor those inG, can be valid states
because they cannot be reached by some states. So if a circuit's
e ° state diagram contains the graphs in Fig. 5 or can be reduced
to such types, it can be directly referred to as uninitializable.

Fig. 4. The process of Algorithm 1 for finding the invalid states of the circuill
of Fig. 1.

Theorem 1: For an initializable sequential circuit having
flip-flops, valid states are the states that can reach themselves
and have the fewest reachable states, i.e.,

valid states are those states that all of #iestates can
reach. . _ o VS ={s,; | s; € TS, s; can reach every
2) After it is app_hed_ WIFh some initialization input se- s; € VS, including itself
guence, the circuit will go to one of the valid states ] }
from the unknown initial condition. |RSi| = min{|RS;|,j = 1---2"}}.
3) Every valid state can reach all of the valid states, but
cannot reach the invalid states; and every invalid state  poof since the circuit is initializable, there exists at

can reach all of the valid states, but may or may n@iat one input sequence that can initialize the circuit to one
reach the other invalid states. definite state, which is a valid state. From this valid state, the
Let n be the number of flip-flops, and 1&t5 be the set of circuit can go through all valid states if applied with some
total states of a sequential circuit. The size of theZsgti.e., input sequence. All of the valid states thus form a connected
|51, is equal t2". Also, letV'S andIV'S be the sets of valid graph, sayG,, in which each node, i.e., each state, has at least
and invalid states, respectively. Obviously,S U IV'S =T'S  one directed path to any node in the graph, including itself.
and VS NIVS = . For a states; € TS, let RS; be its Assume, for one state,, not in G,, that there exists one
reachablestate set, i.e., the set of states thatan reach. We directed path from one node i@, to s,,. This implies that
will have the following theorems. the circuit can go to state,, after being initialized and applied
Lemma 1: If a sequential circuit is initializable, under threewith some input sequence. Therefosg, is also a valid state,

value logic simulation from the initial unknown condition, itsyhich contradicts the fact thaf, contains all of the valid
state transition diagram is not disjointed, and its valid stategates. This means that there are no directed paths from any
can be reached from all of the states, including valid antbde in G, to those nodes outsidé,. Since the circuit is
invalid states. initializable from any state and its state transition diagram is

Proof: From the previous definition, a sequential circuitot disjointed, each state outsidg, must have at least one
is called initializable if the circuit can go to a unique state frordirected path to the nodes inside,. The states outsidé&r,
the unknown initial condition after it is applied with someconsequently are inclined to have more reachable states than
input sequence. This means that no matter what the inittAbse insideG,, except for one special case when the state
state is, the circuit can go to a valid state after being applibes a directed branch to one nodeGh but has no self-
with some input sequence. If the circuit has a disjointed stdtsp to itself. From this, we conclude that, in an initializable
diagram, like that in Fig. 5(a), in which the statesGh can sequential circuit, the valid states are those states that can reach
never reach those i@, and vice versa, we cannot find an inputhemselves and have the least number of reachable staes.
sequence that can promise to bring the circuit to a unique finalln Fig. 1,7'S is equal to{ sy, s2, s3, s4}. The reachable state
state. Therefore, the circuit is not initializable. In addition, ifets for states; , so, s3 are the same, i.e{s1, s2, s3}, but that
the state diagram is connected, it may contain valid states tbae of states, is RSs = {s1, s2, 53, s4}. From the reachable
cannot be reached by some states, which also contradicts stege sets, each state 9f ss, andsz can reach itself and the
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Algorithm 2 for finding the complete set of invalid states:
Let # be the number of flip-flops;
{
RS,=Qfori=1.2"
Foreachstate s; € 7S5,i=1..2",
{
If RS; == &, simulate(s;, RS));
For each 5, € RS,
{
If 5; is invalid, s, is invalid, break;
Ifj <i
{
If 5, cannot reach s,, s, is invalid;
else RS, = RS;
break;
}
elseif j> i
{
If RS, = &, simulate(s,, RS}};
For each s, € RS; but 5, ¢ RS,
RS;=RS, U {s5,};

}
The final RS, i =1 .. 2", is obtained;
For any s; € 78, if 5, cannot reach itself, s; is invalid;
}
The VS contains those states that cannot be judged yet;
In VS, the state having the minimum number of reachable states, i.e., l RS | is obtained
If VS = &, the circuit is not initializable;
else if I VS| # IRS,- | mins the circuit is not initializable;
else if | VS| = | 78 ] , all 2" states are valid states;
else VS =TS - V5,

min>

}

Fig. 6. Algorithm 2 for finding complete set of invalid states.

other two states. Simultaneously, they have the least numbletermine if the circuit is uninitializable or not by checking if
of reachable states. Therefore, they are the valid states &Vid| # |RS|min. Having passed all of the rules, the circuit is
states, is the invalid state of the circuit. initializable, and its valid and invalid state lists are therefore
The above theorems are used to judge initializability argknerated. The complete algorithm for Algorithm 2 is shown
identify valid and invalid states in an initializable sequentidah Fig. 6.
circuit. It is implemented according to the following. For each ) )
states; in TS, i = 1---2", the algorithm simulates the C- Experimental Results for Algorithms 1 and 2
circuit from s; with all possible input combinations in one Algorithms 1 and 2 were applied to some of ISCAS bench-
time frame to obtain the initial reachable state $&;. If mark circuits [14] to extract the complete set of invalid
any states; in RS; is invalid, s; is invalid because invalid states. The results are shown in Table |, where the machine
states can only be reached by invalid states. Otherwiseuged was a SUN Sparcl0 workstation with 192M memory.
simulates the reachable state #&%; in one time frame for Two algorithms gave the same set of invalid states for a
s; and adds the states iRS; to RS;. Finally, it obtains the sequential circuit. The obtained invalid states are compressed
reachable state sets for those states not yet judged to be valid a “cube” form. For example, fos27, which has three
or invalid. For these states, if one cannot reach itself, it fip-flops, its invalid states sefVS = {110,111} will be
invalid. The V'S is constructed from the states that pass th@mpressed into the sét_IV.S = {11-}, where “-” means
previous rules. The reachable state set having the least nuntmr't care. The numbers of total states, invalid states, and
of states is also obtained. .5 contains no states, the circuitcompressed invalid cubes are given in the table. It can be seen
is uninitializable. For the two cases in Fig.BS will include that the two algorithms identified invalid states in reasonable
the states both i7; and Gy, i.e., |VS| = |RS1| + |RS2|, time for these circuits. For the circuits which have more
but |RS|min = min{|RS1|,|RS2|}. Therefore, it is easy to invalid states, Algorithm 1 usually used less time than did
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TABLE |
EXPERIMENTAL RESULTS FORALGORITHMS 1 AND 2; THE MACHINE UsSeD WAS A SUN SParclO
time for time for

circuit | inputs | flip-flops | total states | invalid states | invalid cubes | Algorithm 1 | Algorithm 2
s27 4 3 8 2 1 0 0
5208 11 8 256 239 7 4 18
5298 3 14 16384 16166 137 43 12
5344 9 15 32768 31281 5040 766 38686
s349 9 15 32768 31281 5040 756 38741
s386 7 6 64 51 10 0.57 0.75
s420 19 16 65536 65519 15 21 32
$820 18 5 32 7 6 3160 1437
s832 18 5 32 7 6 2819 1443
51488 8 6 64 16 5 11 5
s1494 8 6 64 16 5 11 5

Algorithm 2. The limitation on these two algorithms is that
the memory used increases exponentially with the number of
treated flip-flops. For a 192 M memory machine, it can handle
at most up to 16 flip-flops in our experiment. Hence, only the
benchmark circuits up t@¢1494 were applied with the two
algorithms.

I1l. | DENTIFICATION OF INVALID STATES
REQUIRED FOR TEST GENERATION

In justifying line values during backward justification in se-
guential test pattern generation, it rarely needs the information
on complete invalid states because circuit lines usually depend
on only a partial set of flip-flops. Therefore, it is sufficient
enough to find on which flip-flops a circuit line depends,
and then to find the required partial set of invalid states to
assist the test generation. In order to find on which flip-flops
a line depends, dependence grapbf flip-flops of a circuit
is constructed.

Fig. 7. Dependence graph of the circut00.

A. Dependence Graph

For a sequential circuit, theependence grapbf flip-flops  of the graph have the highest level. With this graph, when the
is a graph that describes the relationship of flip-flops whefvalid combinations of the values, i.e., the invalid states, on
flip-flops are to be justified. To explain this graph, a circuithe flip-flops of the source nodes of a flip-flop are known, it
5400 [14], is used as an example. Circe#00 has 21 flip- is not necessary to try these values (i.e., states) when it is to
flops, and its dependence graph is shown in Fig. 7, whegstify this flip-flop. This saves much effort and computation
one node represents one or a group of flip-flops having thge.
same dependence source and destination of flip-flops, and the
numbers in each node are the flip-flop’s number. In the graph,
one directed branch represents the dependence between
nodes, and the values of the source node determine those dflgorithm 3, as shown in Fig. 8, is proposed to find the
the destination node. One node with a self-loop or a group pértial but required invalid states for test generation. The
nodes with directed branches to each other is, in fact, a cydilgorithm first constructs thelependence sedor each flip-
graph connecting a group of flip-flops. For example, in thitop. The dependence set of a flip-flop is the set of flip-flops
graph, the node containing flip-flop 20 has a branch directdtht can affect the value of the flip-flop. Then the flip-
to itself, which means that the flip-flop’s value is determineffops appearing simultaneously in the dependence sets are
by itself. For the node containing flip-flops 5, 6, and 8, thgrouped into one node. In this way, the dependence graph
value of each flip-flop is determined by the values of flipis constructed. After constructing the dependence graph, the
flops 1, 2, 3, 4, 21, 7, 5, 6, and 8. Apparently, the nodes aigorithm determines the level and tltembination setfor
this graph can be levelized. In the graph, the nodes on the &gch node. Theombination sebf a node is a set of nodes
have the lowest level, i.e., level 1, and the nodes at the bottevhich have directed branches to that node. For the example

Algorithm 3 for Required Set of Invalid States



1030 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 16, NO. 9, SEPTEMBER 1997

graph until the graph has no large node. It can apply the

strategies of selecting flip-flops to break cyclic structures

[19]-[23], but here it permits the new nodes to still be in

cyclic with fewer than ten flip-flops. For each large node,

assume one of the flip-flops, for example, flip-flap to

be fully controllable, i.e., treat it as a primary input. This

{ essentially breaks the cyclic structure of flip-flops of the node.
Search the DS, for =1..1; For all other flip-flops of this node, a subdependence graph

can be constructed. For this newly constructed subdependence

Algorithm 3 for finding the invalid states required for test generation:
Let 7 be the number of flip-flops of the circuit;

Let DS, be the dependence set of flip-flop #;

Let GP, be the set of flip-flops in group j;

Let max_gp be the maximum number of identified groups;

Let CN, be the combination set of groups for group k;

Detcrmine the GP, for j=1..max gp;

(The flip-flops in onc GP; always appear simultaneously in DS, i=1..n.)
Ifany | GP, | > 16, i.c. alarge node exists,

{

Symbolic simulation;
Ifany | GP; | > 16,

For each large node, assume some flip-flops to be fully controllable until no

graph, if there is no node which has a size greater than
ten, the flip-flops of this subgraph are simulated by using
Algorithm 1 or 2 to find invalid states of these flip-flops.

If there are still nodes whose sizes are larger than ten, the
above cycle-breaking procedure is applied again. After those
invalid states associated with all the remaining flip-flops are

nodes containing more than 10 flip-flops; obtained, the information will be used to simulate for flip-
} flop a to see if there is any invalid state associated with
flip-flop «. If there is none, the invalid states obtained are
true invalid states. If there are invalid states, for example,
a = 1, existing for flip-flop a, flip-flop a will be set to 0
and Algorithm 1 or 2 is used again to simulate all remaining
{ flip-flops to find the true invalid states. The invalid states
Simulate the partial circuit composed by the necessary CN,; obtained are true invalid states. Obviously, there may be

some or many invalid states not found after assuming some

Produce the CN, for each group &, where k=1..max gp;

(Each group in CN, has one directed branch to group £, i.e., GP,.)
Identify the necessary CN;
For all the necessary CN, from the lower level to the higher level

Obtain the required invalid states;

} flip-flops fully controllable, but the obtained invalid states
} are still very useful to improve test generation, as shown
Fig. 8. Algorithm 3 for finding required set of invalid states. later.

The complete algorithm is described in the following by
using the example of Fig. 7. Fe400, Algorithm 3 traverses

of Fig. 7, for the node of flip-flops (5, 6, 8), the combinatiorihe circuit structure and obtains the following dependence sets

set is the set of node§(1, 2, 3, 4), (21), (7), (5, 6, 8)in for all flip-flops, whereDS; = {1,2,3,4} means that the

the graph. This is the set of flip-flops whose values have Yalue on flip-flop 1 depends on those of flip-flops 1, 2, 3, and

be simulated to determine if there are any invalid states whiéh

can be ignored during justifying the values for flip-flops (5,

6, 8). In simulating the values of the combination §gt, 2,

3, 4), (21), (7), (5, 6, 8), Algorithm 1 or 2 can be used. D5y =D& = DS; = D8 ={1, 2,3, 4}

It is mentioned that only the partitioned circuit containing DSs = DSs = DS; = DSs = {1, 2, 3,4, 5,6, 7, 8, 21}

the combination set needs to be simulated. Although theps, = DS,, = DSy = DSi5 = {1,2,3,4,5,6,7,8,

obtained invalid states are therefore only a partial set of total 9,10, 11, 12, 21}

invalid states, they are complete for the partitioned circuit o

part. DS13 =DS14 = {9, 10, 11, 12, 13, 20}
In the graph, if there exist nodes which contain too manyDS1; = DS16 = {9, 10, 11, 12, 13}

fqr example, more than 16 fllp-flops, th_e memory needed g, = Ds;s = {7, 9, 10, 11, 12, 13, 20}

simulate the states of these flip-flops will be too large (Iargebs — {9, 10, 11, 13}

than 192M). A workstation of an ordinary size of memory ~*° P

cannot handle this simulation. For this case, the following”520 = {20}

approach can be adopted. First, the method of symboliDS,; = {21}.

simulation in [13] to identify untestable faults can be first

applied to the circuit to identify the flip-flops which cannot be

setto 1 and/or 0. If a flip-flop has been found to be unable to beThe algorithm groups the flip-flops that simultaneously

set to 1 and/or O, it need not be considered in the dependeappear in the dependence sets, e.g., 1, 2, 3, and 4, into a

graph, and can be eliminated. This reduces the size of t@up to be a node. Fos400, it obtains eight nodes from

associated node in the dependence graph. Second, if there ttdl dependence sets, i.e., (1, 2, 3, 4), (7), (5, 6, 8), (9,

exist nodes whose sizes exceed 16 after the above treatment(dn11), (12), (13), (20), and (21). The remaining flip-flops

the graph, the followingcycle-breakingmethod can be usedwhich are not present in dependence sets are also collected

to break these large nodes: if they have the same dependence set; in this case, 15 and
The method selects the flip-flops one after another to € are grouped together. Finally 12 nodes are obtained. Their

assumed fully controllable, and reconstructs the dependemespective dependence groups, which are caltaubination
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sets are also shown as follows. TABLE I
EXPERIMENTAL RESULTS ON DETERMINING COMBINATION SETS
AND REQUIRED INVALID STATES; THE TIME IS IN SECONDS

Nodes Combination Sets

Level 1: flip- | graph | necessary | time for | invalid | percentage of |  time for

circuit | flops | depth | comb. sets| comb. sets| cubes | invalid states | invalid cubes
4 4 5

(1, 2,3,4) <« (1,2,3,4) 27 3 2 1 0 1 25.00 0.02
(20) «— (20) 208 8] 8 1 0.03 7 93.36 0.08
208 14 5 7 0.03 32 98.67 4
] (21) < (21 s344| 15 3 1 0.03| 5040 95.46 1179
Level 2: s349| 15 3 1 0.03] 5040 95.46 1179
(5,6,8 «— (1,2, 3,4),(21), (5,6, 8), (7 32| 211 s 3 0.05 23 98.09 412
= $386] 6 1 3 0.05 10 79.69 0.1
. (N = (1,23,4),21),5,68),(7 400 21 5 3 0.05 23 98.09 420
Level 3: s4200  16] 16 3 0.05 15 99.97 02
(12) — (17 2, 3, 4), (21), (57 6, 8), s444| 21 5 3 0.05 23 98.09 432
s526| 21 8 7 0.08 52 98.11 7027
(7), (12), (9, 10, Hr) $526n| 21 8 7 0.07 52 98.11 6933
(9,10,11) «— (1,2,3,4),(21), (5,6, 8), 61| 19 2 2 0.13 26 98.99 4881
(7)7 (12)7 (97 10, 11) s713] 19 2 2 0.12 26 98.99 5095
Level 4 820 s 1 1 0.03 6 21.88 743
: 832 5 1 1 0.05 6 21.88 744
(13) « (20), (9, 10, 11), (12), (13) 38| 32| 32 7 0.23 31 >99.99 0.3
Level 5: 9530 29 2 5 0.13 48 99.61 51
(15,16) — (9,10, 11), (12), (13) sl 18| 3| oo 1| mes| s
(19) < (9,10, 11), (13) sa23| 74|l m 18 345 790 >99.09 55462
(14) — (20), (9, 10, 11), (12), (13) s1488| 6 1 1 0.05 5 25.00 17
sla94| 6 1 1 0.07 5 25.00 17
(17, 18) « (20), (7), (9, 10, 11), (12), s5378| 179] 20 n7l 2102 60 >99.99 7949
(13) s9234| 228| 4 11 g43| 420 >99.99 1858
s13207| 669 22 72| 176.68] 1475 >99.99 1080
s15850| 597| 84 208|  16645] 755 >99.99 3692

Since no nodes have flip-flops more than 16 for this circuit;
no symbolic simulation and cycle-breaking method need to be
applied. these two strategies can accelerate the simulation three—ten

In finding the necessary combination sets to find requirgghes.
invalid states, we find that some combination sets include
others, €.9.,CN 6,8y O CNg234 and CNg g5 D ) )
CNi21). This means that the invalid states found by simulating: Experimental Results of Algorithm 3
the partial circuit composed by flip-flops 5, 6, and 8 must Table Il shows some results on ISCAS'89 benchmark cir-
include those found by simulating the partial circuit composealits run by this algorithm on a Sun Sparc 10. For each circuit,
by flip-flops 1, 2, 3, 4 and the partial circuit composed bthe graph depth is the number of levels of its dependence
21. Therefore, we only need to find the largé&V’s which graph. It is seen that the time spent on finding the necessary
include all of the other small€r' N's. For s400, the two largest combination sets was negligible. In addition to giving the
combination sets are obtained, i.&1, 2, 3, 4), (5, 6, 8), (7), number of invalid cubes for each circuit, Table Il also provides
(9, 10, 11), (12), 2 and{(7), (9, 10, 11), (12), (13), (20) the percentage of the found invalid states to the @itadtates.
The invalid states found for these two sets of flip-flops alé can be seen that the found invalid states occupy a large
sufficient for justifying the values on all flip-flops. It is seemercentage of the total states for most circuits. The last column,
that flip-flops 14, 15, 16, 17, 18, and 19 are not present in theshich is the time spent on finding these required invalid states
two sets since they do not determine any flip-flop’s valuéor test generation in seconds, shows that this algorithm took
They can be grouped into a set for searching more invaldoderate time in finding these states.
states. These three sets are the necessary combination setslaof the results, circuitss1423, s5378, s9234, 513207, and
the circuit. They have level 3, 4, and 5, respectively, and widtl5850 were found containing nodes larger than 16 in the ini-
be simulated one by one according to the order of levels. Welly generated dependence graphs. The symbolic simulation
need to follow the order of levels since, usually, the obtainehd the cycle-breaking methods were applied to these circuits.
invalid states for the combination sets at a lower level are Table 11l shows the results after applying the above methods.
be used to find the invalid states for those at a higher levéh. the table, the levels of the graph depth and the numbers of
The simulation is performed on the partial circuits composedarge nodes in the original dependence graphs are given for
of each set of flip-flops by using Algorithm 1 or 2. Fe400, comparison. The invalid cubes, time spent, and the number of
it took 412 s to simulate the first combination set, but toolemaining large nodes after symbolic simulation are included.
only 8 and less than 1 s to simulate the second and the thitccan be seen that many more invalid cubes were obtained
combination sets, respectively, to obtain 23 invalid cubes. #ifter the symbolic simulation, and the time spent was minimal.
addition, to improve the speed of simulation, there are twkor circuitss9234 ands13207, no node had a size larger than
strategies: 1) event-driven simulation and 2) Gray-code-tyfé after the symbolic simulation, i.e., for these two circuits, the
input patterns are adopted, which are used in order to redusele-breaking method needed not to be applied. For circuits
events in the primary inputs. Experimental results show thst423, s5378, ands15850, the cycle-breaking method was
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TABLE I
REsuULTS FOR RECONSTRUCTING DEPENDENCE GRAPHS BY USING SYMBOLIC SIMULATION
AND ASSUMING SOME FLIP-FLOPS IN LARGE NODES To BE FuLLY CONTROLLABLE

original graph symbolic simulation cycle- breaking method
circuit || depth large nodes|| invalid cubes time large nodes  assumed FFs final depth time
51423 6 1 0 0.02 1 17 33 1.05
s53781 9 1 37 0.58 1 22 20 12.92
s9234| 18 1 344 2.98 0 0 4 0
513207 28 4 917 50.20 0 0 22 0.15
515850 22 3 654 24.85 3 48 84 16.43
TABLE IV
COMPARISON OF APPLYING AND NOT APPLYING INVALID STATES INFORMATION TO TEST GENERATION PROCESS
with without
total || fault generator  test run fault generator  test run
circuit faults | coverage efficiency patterns  time [ coverage efficiency patterns  time
s27 32 100.00  100.00 12 0 100.00 100.00 12 0
s208 215 63.72  100.00 179 0.93| 63.72 100.00 179 1.08
s298  308|| 85.71 99.68 208 27.87| 85.71 99.68 208 33.03
s344  342( 96.20 99.71 63 13.18 96.20 99.71 63 28.12
3349 350 95.71 99.43 61 18.12) 9571 99.43 61 3240
s382 399 88.22 96.24 3289 1025.53| 88.22 96.24 3289 1530.23
s386 384 81.77  100.00 209 15.57| 81.77 100.00 302 20.85
5400 424) 87.03 97.17 3247  769.03| 87.03 97.17 3247 1145.87
s420 430 41.63  100.00 143 20421 41.63 100.00 143 37.68
s444 474 89.45 99.79 2388 877 89.45 99.79 2388 1506
8526 555 76.04 96.22 2735 28911 76.04 93.15 2486 21957
$526n  553|  79.39 97.84 3493 2312} 77.58 91.68 1216 17315
s641 467 86.51 99.79 324 8.77| 86.51 99.79 324 36.92
s713 581 81.93  100.00 365 6.451 8193 100.00 365 25.97
s820 850 95.06 96.71 889 27196 95.06 96.71 902 27432
s832  870f 93.10 94.71 948 54780 92.76 94.37 942 73318
s838 857 29.64  100.00 208 13.52 29.64 100.00 208 16.18
5953 1079 8.25  100.00 20 1.48 8.25  100.00 20 1.50
s1196 1242 99.76  100.00 415 1090 99.76  100.00 415 11.27
s1238  1335] 94.69  100.00 427 13.68] 94.69 100.00 427 15.17
s1423  1515)  24.62 31.42 242 71221f  12.15 13.86 29 99469
s1488 1486 53.84 55.52 49 9151 37.01 38.69 33 10346
s1494 1506 55.91 57.84 55 7328 54,32 56.24 54 8595
s5378 4603| 67.37 91.11 1287 170644| 66.83 90.66 1057 471903
$9234 6927 026  100.00 5 381 0.14 99.77 5 1344
s13207 9967 6.56 96.01 311 20715 5.55 65.01 28 45780
s15850 11753 0.72  100.00 12 2949 0.65 9.18 2 15037

applied and the numbers of the flip-flops were assumed ttee time used, including that for finding required invalid states,
be fully controllable; the final depth after appling this cyclaevas still less than that without using the information. In total,
breaking and the time spent for this method are shown in ttiee used time is reduced by 40%, but the fault coverage and
table. It can be seen that fell5850, as many as 48 flip-flopsefficiency are improved by 34 and 168%, respectively, for
were assumed, and the time spent was still small. The finhése circuits. The results for some circuits likE3207 and
depth of the dependence graph was usually much longer thd®850 are even better than those of STG3 [9]. Due to the
that of the initial dependence graph for these circuits. limitation of the system required for our implemented test

generation program, the results for large circuits, such as

35932 ands38584, were not available, and are needed to
D. Application to Test Generation be solved in the future.

The obtained invalid states were applied to a test generator
which was implemented in the BACK [7]-like algorithm. It
can also dynamically find some invalid states during searching
test patterns. Table IV gives the results of test generation usingdn this paper, algorithms to search invalid states for sequen-
and without using the information of obtained invalid statesial circuits have been proposed. The first algorithm explores
The generator efficiency is defined as (#detectable fadltsall of the valid states, and the second one searches the
#untestable faults)/#total faults 100. It is seen that the testreachable states to obtain the complete set of invalid states.
generation with the information of invalid states achieve8ince the test generation usually does not need the complete
higher fault coverages and efficiencies than that without usisgt of invalid states, the third algorithm is proposed to find the
the information. For most circuits, especially for larger circuitgartial invalid states required for test generation. It analyzes

IV. CONCLUSION
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the circuit structure to obtain the dependence graph amopg] A. Lioy and M. Poncino, “On the resetability of synchronous sequential
flip-flops, and extracts the necessary combination sets circuits,” in Proc. Int, Symp. Circuits Sysgune 1993, pp. 1507-1510.

. . . . . . K.-T. Cheng and V. D. Agrawal, “An economical scan design for
simulation by applying the f_"'St two algorlthms. EXPe”ment U~ sequential logic test generation,” Big. Papers, 19th Fault-Tolerant
results show that the algorithm can find the required invalid Computing SympAug. 1989, pp. 28-35. _ _ _
states for test generation in moderate time as compared4d P H-Lee and S. M. Reddy, "On determining scan flip-flops in partial-

. . . . . scan designs,” ifProc. Int. Conf. Computer-Aided DesigNov. 1990,
the test generation time. When the obtained invalid states pp. 322-325.
are app|ied to test generation, the test generation time, fRH G. W. Smith and R. B. Walford, “The identification of minimal feedback
fault coverage and test eﬁiciency are improved especially vertex set of a directed graphHEEE Trans. Circuits Systvol. CAS-22,
for large circuits. In addition to improving test generationp2]
the information on the obtained invalid states can be useful

pp. 9-15, Jan. 1975.
S. Park and S. B. Akers, “A graph theoretic approach to partial scan
in resynthesizing circuits or for partial scan to make circuitég]

design by K '-cycle elimination,” inProc. Int. Test Conf.Sept. 1992,
p. 303-311.
P. Ashar and S. Malik, “Implicit computation of minimum-cost

o

more testable.

feedback-vertex sets for partial scan and other applicationsPrac.
31st Design Automation Conflune 1994, pp. 77-80.
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