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Quasi-Pushout Cell Discarding
Yu-Sheng Lin and C. Bernard Shung

Abstract—Cell discarding takes place when the buffer space
of a network node is used up. ThoughPushout cell discarding
was found to achieve fair buffer utilization and good cell loss
performance, it is difficult to implement because of the large
number of queue length comparisons. In this letter, we propose
Quasi-Pushoutcell discarding which reduces the number of queue
length comparisons by employing the concept of quasi-longest
queue. Simulation results under bursty and imbalanced traffic
conditions show that Quasi-Pushout can achieve comparable cell
loss performance as Pushout at a much lower complexity.

Index Terms—Cell loss performance, pushout discarding,

I. INTRODUCTION

I N ASYNCHRONOUS transfer mode (ATM) switching net-
works, buffers are required to accommodate traffic fluctua-

tions due to statistical multiplexing. However,cell discarding
may take place at a network node when the buffer space
is used up during a traffic surge. The well-knownPushout
(PO) cell discarding has been shown to offer optimum cell
loss performance [1], [2]. When the buffer is full, the PO
scheme discards one cell in the longest queue to make room
for the incoming cell. Despite the optimum performance,
PO is very difficult to implement because it requires
queue length comparisons to find out the longest queue,
where is the number of output queues. When is large,
these comparisons may become the speed bottleneck. Other
threshold-basedcell discarding schemes, which keep the input
cells from entering the over-threshold queues, were easier to
implement while providing a sub-optimum performance [3],
[4]. The main drawback of these threshold-based schemes is
nonspace-conserving, i.e., cell discarding occursbefore the
buffer is full.

In this letter, we propose theQuasi-Pushout(QPO) cell
discarding, which features a much reduced hardware com-
plexity than PO. An index for the quasi-longest queue is
maintained and updated during cell arrival or departure events.
At the time when buffer is full, one cell is discarded from
the quasi-longest queue to make room for the incoming cell.
A shared buffer ATM switch was simulated under bursty and
imbalanced traffic conditions to compare cell loss performance
of the proposed QPO and other cell discarding schemes.
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Fig. 1. The QPO scheme makes queue length comparisons on the arrivals
and departures of cells to track the quasi-longest queueMax.

II. QUASI-PRODUCT CELL DISCARDING

Fig. 1 shows the algorithm of the proposed QPO cell
discarding scheme for a shared buffer ATM switch. For each
port , if the incoming cell is active and the buffer is full,
the quasi-longest queue will discard one cell to make
space for the input cell. In contrast to PO which needs
comparisons to determine the real-longest queue for every
discarded cell, QPOtracks the quasi-longest queue by using
two comparisons only. One is on the arrival of an input
cell: the queue length of the destination queueis increased
and compared with that of queue . The other is on the
departure of an output cell: the queue length of the output
queue is decreased and compared with that of queue .
If the new length of queue or is longer than that of queue

, the index is redirected to the new quasi-longest
queue.

Let us analyze the difference between the quasi-longest
queue and the real-longest queue. Without loss of generality,
we can assume that initially the quasi-longest queue ,
and another queue, are both the longest queues. When the
buffer is full or when (i.e., queue is the
output queue), the queue length of will decrease such
that temporarily the quasi-longest queue is no longer the real-
longest one. This situation will be corrected when queue
is served, either as an output queue or a destination queue.
Therefore, the proposed algorithm may produce sub-optimum
results due to mistracking the longest queue occasionally. But
from the simulation results to be shown in the next section,
the performance of the proposed algorithm is very close to
that of the optimum PO algorithm.

Note that there are two queue length comparisons in QPO
for each port processed, which is still the double of threshold-
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Fig. 2. The tracking probability and queue length ratio between the
quasi-longest queue and the real-longest queue of QPO schemes with different
switch dimensions.

Fig. 3. Cell loss performance of QPO schemes with imbalanced traffic and
varying load of four hot-spot output ports.

based schemes. Should it be desired to further reduce the
computation, one of the two comparisons can be omitted. We
will refer to these two variations asoutput-onlyQPO, which
only compares the output queue with the quasi-longest queue,
and input-only QPO, which only compares the destination
queue with the quasi-longest queue. It is intuitively obvious
that fewer comparisons result in longer period of suboptimal
situation. For output-only QPO, each queue is served peri-
odically so the sub-optimum duration is upper-bounded. For
input-only QPO, hot-spot ports can be easily tracked by their
frequent cell arrivals. The performance of all QPO schemes is
simulated and shown in the following section.

III. SIMULATION RESULTS

An shared buffer ATM switch with a -cell buffer
using different discarding schemes was simulated under bursty
and imbalanced traffic. The bursty traffic was generated using
the active/silent model with exponentially distributed burst
length [5]. There were hot-spot ports with load, while
other moderate ports were loaded at 0.55. If not
explicitly stated, the simulation was performed for a period of
10 cell departures, with

and the active burst length being 20.

Fig. 4. Cell loss performance of QPO schemes with imbalanced traffic of
varying numbers of hot-spot output ports at 0.95 load.

Fig. 5. Cell loss performance of QPO schemes with different burst length.

First we illustrate the capability of tracking the real-longest
queue by QPO for different switch dimensions in Fig. 2. On
every cell discarding event, all queues are sorted by length
to see if the quasi-longest queue is tracking the real-longest
one. The queue length ratio of the quasi-longest queue to
the real-longest queue is calculated to show the severity of
sub-optimal (mis-tracking) condition. For all QPO scheme,
the capability of tracking the longest queue degrades as
grows, which reflects the tradeoff with the comparison cost
(from to 2 or 1). However, we found, for all QPO schemes,
the average queue length ratio is above 0.9 even for large

In other words, though QPO schemes cannot track the
real-longest queue precisely for large the length of the
quasi-longest queue is still very close to that of the real-longest
queue.

As the two variations of QPO are considered, the input-only
scheme has lower tracking capability because the randomly
distributed cell destinations will not guarantee a complete
check of all queues. On the other hand, the output-only
scheme, which periodically checks all queues, has about the
same tracking capability as QPO. But, if the load or
the number of hot-spot ports is increased, cell arrivals on
these hot-spot ports become more frequent and the input-
only scheme may become more favorable than the output-
only scheme. Such effects are demonstrated in the following
cell loss performance comparisons among the proposed QPO
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schemes, PO, and the dynamic queue length threshold scheme
[4].

Fig. 3 shows the cell loss performance of a switch with four
hot-spot output ports and the hot-spot load varying from 0.55
to 8. All QPO schemes have about the same cell loss as the
PO scheme, while the nonspace-conserving dynamic threshold
scheme has higher cell loss. As the load to the hot-spot ports
grows over unity, the output-only scheme cannot react to such
overload, and may suffer a slightly higher cell loss than PO
and QPO. On the contrary, the input-only scheme checks the
hot-spot ports more frequently, thus achieving as good cell loss
as PO and QPO. This difference can also be seen in Fig. 4,
which shows the cell loss versus different numbers of hot-spot
ports with 0.95 load.

Beside for various hot-spot conditions, the cell loss differ-
ence between all QPO schemes and PO is not significant for
varying burst length and buffer size. The simulation result
of varying burst length from 15 to 30 is shown in Fig. 5.
All QPO schemes, despite their different tracking capabilities,
provide performance comparable to PO, and the difference is
indistinguishable.

IV. SUMMARY

In this paper, we proposed the QPO cell discarding which
greatly reduce the number of queue length comparisons by
tracking the quasi-longest queue instead of sorting out the real-
longest queue. We verified through simulations that QPO of-
fers comparable cell loss performance as the optimum Pushout
scheme.
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