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Maximum SNR Detection for Selection-Relaying Cooperative System

student : G.H. Chen Advisor : S. F. Hsieh

Industrial Technology R & D Master Program of
Electrical and Computer Engineering College
National Chiao Tung University

ABSTRACT

The cooperative communigation is-t0 realize the MIMO system. The
optimum receiver is a highly-complex-ML -receiver. Hence, the major
Issue is to design a receiver with low complexity at the destination node
with comparable performance as that of the ML receiver. Therefore, we
design a receiver to combine the received signals at the Destination node
under Decode-and-Forward protocol. The proposed scheme uses the
threshold-selection Relay and also uses the maximum SNR detection at
the Destination node to minimize the effect that Relay made wrong
decision. With this proposed scheme, we also try to find out the optimum
threshold value of the Relay. Besides, we derive theoretical bit-error-rate
(BER) with BPSK signals for the proposed scheme. We also show that
the theoretical BER is tight to the simulated results. The high SNR
approximation is made to simplify the theoretical BER, from which we
could know that the diversity order of the proposed system lies in 1.5~2

which agrees with previous work.
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Chapter 1

Introduction

As we know, the MIMO:=system is a-very popular technology for wireless
communication right now. But it’s impractical to place 2 or more antennas in the
portable device due to the limited device size area. Therefore, the cooperative
communication has recently emerged as a promising alternative to form a virtual
MIMO system and combat fading in a wireless channels in [1]-[5]. The basic idea is
that users or nodes in a wireless network share their information and transmit
cooperatively as a virtual antenna array, thus providing diversity without the
requirement of additional antennas at each node. Figure 1.1 shows the general model
of a cooperative communication system. In this figure, the Relays work differently

when using different protocols.



Source ~ »- Destination

Figure 1.1 Cooperative system

For the relay working protocols, we-could find out there are two protocols,
Decode-and-Forward protocol and Amplify-and-Forward protocol in [3]-[5]. When
the relays use the Decode-and-Forward protocol, the relays decode the received
signal and forward the decoded signal to the destination node from [3] and [5].
When using Amplify-and-Forward protocol, the relays only amplify the received
signal and forward to the destination from [4]. After the relays forward the signals to
the destination, the destination detect the original signal from these N+1 signals. In
[5], we could know the destination has two common detection methods, MRC

receiver and ML receiver. The MRC receiver method has the low complexity
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property with bad BER performance. The ML receiver has the highly complexity

property with great BER performance. We would describe these two detection

methods in details at the chapter 2.

In this thesis, we only focus on the Decode-and-Forward protocol as the relay

strategy and the relay uses the threshold value to evaluate the received signal quality

in [6]. For reducing the detection complexity, we use the maximum SNR detection

in [5] as our destination detection method. With this maximum SNR detection for

selection relaying scheme, we would find out the performance is close to the ML

receiver performance and reduce the detection «complexity. From [6] and [8], we

analyze the theoretical BER of the proposed-scheme-to verify the simulated results.

From the theoretical BER, we would roughly know: the theoretical BER depends on

the destination received signal SNR and the threshold value. But we could not know

the detail influence on these two parameters. Hence, we use the similar

approximated method in [8] to simplify the theoretical BER. From the simplified

theoretical BER, we would find out the proposed scheme diversity order which

agrees with the previous work in [7].

The thesis is organized as follows. Chapter 2 is the system model for the

cooperative system. Besides, the problems of the cooperative system are considered

in detail. Chapter 3 is the main part of this thesis, and it focuses on the methods.



Chapter 4 is the BER analysis of the proposed cooperative system architecture and

also we derive the approximated BER of the proposed architecture. Chapter 5 is

simulation results and discussions about the effect of the proposed architecture.

Finally, our conclusions are given in the chapter 6.



Chapter 2

The Cooperative System Model

In the Chapter 1, we talk about theseooperative system briefly. In this chapter,
we will explain two Relay protocols, the Decode-and-Forward protocol and the
Amplify-and-Forward protocol in detail under-the cooperative system. Also we will
introduce the methods that the destination node often uses to combine the received

signals from the Source and the Relay node.

2.1 The Decode-and-Forward Protocol

We can use Figure 2.1 to describe how the Decode-and-Forward protocol

works under the cooperative system.



Source » Destination

Figure 2.1 The basic cooperative system model

In the cooperative system, it has two kinds of the transmission mode. First, the

solid line says the Source broadcasts the signal:to the Relay and Destination node

and it is called Phase 1. We can:show the received sighals into these form :

Ysr= \/ﬁlhs,rx‘*' s s (2.1.1)
Ysq =yPhs g X+Ng 4 (2.12)

As we can see, the signal from the Source is transmitted to the Relay and the
Destination via the Source-Relay channel h, .and the Source-Destination channel
hs’d. Second, the dashed line says the Relay decodes the received signal and
forwards the decoded signal to the Destination node via the Relay-Destination

channel hrd and it calls Phase 2. We also can show the received signal into this

form :

yrd :\/Ezhrdx—*_nrd’ (2.1.3)



Therefore the Destination node will combine these two signals from these two

phases to improve the receiver performance.

2.2 The Amplify-and-Forward Protocol

We also can use the Figure 2.1 to describe the Amplify-and-Forward protocol
and the only difference between these two protocols is in phase 2. In Phase 2, after
receiving the signal the Relay only amplifies the received signal and transmits the
amplified signal to the Destination node via the Relay-Destination channel. We can
show the received signal from the Relay at the Destination node :

Y g =ﬂ\/32hr,d Ver 1 4. (2.2.1)

In Eq. (2.2.1), £ is the amplification factor which is related to the signal
power and noise power for the Amplify-and-Forward protocol. Compared to the Eq.
(2.1.3), the relay doesn’t estimate the original signal. But in the
Decode-and-Forward protocol, the relay actually estimates the original signal and
transmits the decoded signal in the next stage. From these two different relay
working modes and [9], we could know under the Decode-and-Forward protocol the

diversity order is small than the other protocol due to the estimation.



2.3 The Destination Combining Methods

After the Destination node receives the signals from the Phase 1 and Phase 2,
the Destination will try to combine the received the signals and decode the
combined signal. There are several popular combining methods. Here, we introduce

the MRC combining and ML combining methods.

2.3.1 MRC Combining Method

The purpose of the MRC combining method is maximizing the received signal
power to noise power ratio i.e. SNR: Therefore from [5], the weighting coefficients

for each received signal can be Shown into this form :

JRh

W , =

s.d Gszd
’ . (2.3.1)
\ P2 hr d
W =Y =
r,d 02
rd

In Eg. (2.3.1), the ij means the noise power that the Destination node

receives the signal which contains the noise in Phase 1 and Phase 2 individually.

Based on the Eq. (2.3.1), the receiver scheme could be shown as :



Decision
Device

>
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X

ysdﬁ

Weg
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Wrd

Figure 2.2 The destination MRC receiver scheme

2.3.2 ML Combining Method

The ML (Maximum Likelihood) combining:method is the optimum solution for
the Destination node from [3], [5]vand [7]. First, we assume the symbol transmitted
from the Source node has equal probability. Then the optimum receiver can be
designed by the log-likelihood ratio of the received signal posterior probability. In

[9], for BPSK the log-likelihood ratio can be defined as :

Py, g1 (Y1)

I5(y)=1n
y dlxs (Y|X0)

(2.3.2)
|r(y)=| yrd|Xs( )
y d|Xs (yl XO)

to represent the received signals directly from the Source and the Relay,

respectively. With these two definitions, the Destination ML decision rule can be

written as



N — S r
m=arg max | (ysyd )+I (yr,dj (2.3.3)
With the Eq, (2.3.3), we could use the similar concept in [5] and [9] to derive
the ML receiver. Because of the Decode-and-Forward protocol, the relay may make

decision errors. We should reconsider about 1" (y) more seriously. First, based on

the relay decision errors, the log-likelihood can be shown as :

r py |Xr(y|xm')
|r. y :ln rd
) Py, i (V1%)

m =0,1 (2.3.4)

And the transition probability of the Relay making decision errors is defined

as:
Pn:.,m = Pr[xr =X | X = xm} . (2.3.5)
According to these two parameters, the numerator of |" (y) can be rewritten

as:
Py, (Y1) = Z o P OPUR (V) @39)
Similarly, the denominator has a similar form as Eq. (2.3.6). Therefore, we can
extend Ir(y), and design the receiver based on this result. Therefore, the ML
receiver will contain one set of the weighting gain and follow a non-linear mapping

function block which agrees with the result in [5]. The set of the weighting gains and

the non-linear mapping can be shown as followed :

10



_ \/ﬁlhs,d
Ws.d - 02
s,d

P

rd 2
Gr,d

Cal &+ A—g)et
f(t)= In!(l—é‘r)+8ret (2.3.8)

(2.3.7)

&7, mean the transition probability of the Relay making decision errors.

Based on these two results, the receiver scheme would be shown as :

Yeq X J

W, Decision
Device

>
420

Nonlinear
yrd ( ) function
Ly

Wrd

Figure 2.3 The destination ML receiver scheme

Compared to the Figure 2.2, the ML receiver has an extra nonlinear mapping
function for the relay signal. The function f(t) serves as a limiter which
minimizes the contribution from the Relay when it is unreliable. Therefore, how to
design a receiver at the Destination with comparable performance as the ML

receiver without using any non-linear mapping function is the major challenge in the

cooperative system.

11



Chapter 3

Maximum SNR Detection for
Selection Relay

At the end of the Chapter 2,"we say the non-linear function works like a limiter.
Therefore, it will minimize the contribution from the Relay when it is unreliable.
The Figure 3.1 shows the performance comparison between the MRC and ML

receivers and the channel gains hs,d’hS,r’hr,d we use are mutually independent

zero-mean, complex Gaussian random variables with variances set to 1. The noises

Z, 412512, 4 are also mutually independent zero-mean, complex Gaussian random

variables with variances set to 1. Also the PNR means the total system power

(P=PF+P,) to noise power ratio in dB. The result is shown below :

12
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Figure 3.1 Performance comparisons:of MRC-and ML combining methods

Because of knowing the relay decision error probability, we know that the ML
receiver uses this information to mitigate the error propagation. Therefore, from the
Figure 3.1, the performance has greatly improved by using ML receiver than using
MRC receiver. There are several works which improve the Destination receiver

performance by different ways. We describe [5] and [6] they use in the next sections.

3.1 The Selection Relay Method

In [6], they propose a selection Relay under the Decode-and-Forward protocol

at the cooperative system. The Relay uses the threshold value to evaluate the

13



received signal reliability. If the received signal power is larger than the threshold
value, then the Relay will decode the received signal and forward the decoded signal
to the Destination. Otherwise, the Relay just suspends the Decode-and-Forward

protocol. The Figure 3.2 shows the algorithm.

—————— » Decode |.

Phase 1

Figure 3.2 Threshold=selection relay system

Under this algorithm, the Destination node would have two types of the
received signal and they could be shown as follows :
When the relay received signal power is smaller than the threshold value, the relay
would stop the Decode-and-Forward protocol. With this condition, the destination
received signal would be :
ysd :\/ﬁlhsdx—i_ r]sd (3.1.1)
When the relay received signal power is larger than the threshold value, the relay
stop to function the Decode-and-Forward protocol. Therefore, the destination

received signal would be :

14



ysd = \/ﬁlhsd X+ nsd
yrd = \/EZhrd X+ r-]rd

The Destination uses the MRC combining method to estimate the symbol

(3.1.2)

transmitted by the Source. Under this algorithm, the simulation results show

improved performance than using the traditional cooperative system. Also, the

performance is getting better and better when the threshold value increases. Figure

3.3 reflects the conclusions they made.

Relay in Middle & Equal power

—— ML receiver H
—— Selection Relay with threshold = 3 [
—+—— Selection Relay with threshold = 1
-] —4A— MRC receiver
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Figure 3.3 Improvement of selection relaying

The Performance analysis is provided for complex system with the BPSK

signal. The reason that the small threshold value performance is worse than the large

threshold value is the small threshold value will cause the Relay tends to forward the

15



most of its received information which in turn increases the chance that incorrect

symbol is sent to the Destination node. Therefore, the threshold-selection Relay

improves the traditional MRC performance and is getting close to the ML

performance when the threshold value increases.

But the performance will be bounded when the threshold value and power ratio

is large enough. They discuss about this phenomenon and also choose a case that the

location of the Relay is close to the Destination. And the simulation result is shown

at the Figure 3.4 and Figure 3.5.

Relay close to'Destination

10-2 777777777777777 —____ IT_____ [ [ [ [ [
oo 5 Theshold-selection Relay |
S O OO SO N N U S N

L
0% TN o I R
oM A e e H S H e N

77777 Aiff———:r——fffi***** **:***** *****:’*””\’j‘é;é;g;fgj
77777 L

10" | | | | | | | | |

0 0.5 1 15 2 2.5 3 3.5 4 4.5 5

Threshold value

Figure 3.4 Boundary of the threshold value
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Figure 3.5 Boundary of the power ratio

As we can see, in the Figure '3:4 the -performance is bounded when the
threshold value is large than 3. Also inthe:Figure 3.5, the performance is bounded
when the power ratio is large than 0.85. Therefore, when the Relay is close to

Destination, they claim the optimum threshold value and power ratio are 3 and 0.85.

3.2 Maximum SNR Detection

There is another way to improve the traditional MRC performance. In [5], the
Relay always executes the Decode-and-Forward protocol without any selection

function. And they focus on the receiver at the Destination node based on the rule

17



which maximizes the SNR of the slicer input. Therefore, the Destination receiver

structure change into a set of MRC weighting gain and a gain function block for the

received signal Y, . Figure 3.6 shows the structure.

Y4 2*real { }
G
s,d o2
@—> Decision— X
270
<
Yrd 2*real { | > Gain
o
his/P,
Wr,d: o

Figure 3.6:-Maximum'SNR detection structure

For obtaining the Gain ¢ they first examine the Relay decision X. The
Relay decision X can be written as :
X=X, +e (3.2.1)
In Eq. (3.2.1), € is arandom variable capturing the effects of decision errors.
Also, if the symbol X; is using the equal probability BPSK signal
and X € {Xl, X_l}.
Therefore, we can yield the random variable properties by using some

calculations.

18



p*(x_l—xl) if X, =X

E [e| xs} = _ (3.2.2)
p*(xl—x_l) if X =X,
And from the Eq. (3.2.2), the variance of the random variable is
2 * 2
o2=p (xl—x_l) (3.2.3)

According to these properties, the new signal constellation of the Relay

decoded symbol can be written as :

X =(1-p)x +px

R (3.2.4)
X1= (1_ p)X_l + PX;

According to this new constellation, the X transmitted by the Relay can be

rewritten as X=X, + €, where

)~(S=XS+E[6|XS]

(3.2.5)
6=e—E [e| xs}
Based on these derivations, the Y, ; can be written as
Ve g =yPoll g (% +€)+n, 4 (3.2.6)

From Eqg. (3.2.6), we can get the weighting gain for this received signal, i.e.

_ h;‘,d\/ﬁz(l—Zp)

rd

4 (3.2.7)
2, 2
hr,d ‘ Poi+o

We can extract the traditional MRC weighting gain and the gain function from

the Eq. (3.2.7). The result is shown below :
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W= hr,d \ I:)2
rd 2
O

_ (1-2p)

a =

(3.2.8)
Ved ol +1

According to the Eq. (3.2.8) and the traditional MRC weighting gain W, ,, the
Gain structure improves the performance of the traditional MRC scheme. The
simulation result is shown in Figure 3.7.

Relay in Middle and Equal power

Jan)

—— Maximum SNR detector
—4— MRC receiver
—FH — ML receiver

BER
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#——l—

+

-+

b — 4

o
o+
[y
o
H
(&)
N
o
N
()]
w
o

PNR in dB

Figure 3.7 Improvement of maximum SNR detector

This method can improve the Destination receiver performance. But around the

high PNR area, the new method seems to be worse than the ML method by about 3

or 4 dB.
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3.3 The Proposed Architecture

According to these two methods in sections 3.1 and 3.2, they have their own
advantage. The threshold-selection Relay only needs a threshold value to evaluate
the received signal good enough and the maximum SNR detection method use a
gain « to adjust the influence of the Relay decision errors. The disadvantage for
first method is the smaller threshold value, the worse performance. Therefore, we
could combine these two methods to combat the disadvantage in the first method.

Figure 3.8 shows the combined scheme.

Yes -
ffffff  bocos].

o————

-~
~
N
\
7/
7’
s
-
-

Phase 1 £l

\
. max SNR MRC //'
. combining

- -

Figure 3.8 Proposed architecture
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ys,d—*?—* 2*real{ } <

Decisio ~
n

270
<

. Correction
Ve g——=()——=2'real() " Weighitng

Max-SNR Detection

Figure 3.9 max-SNR MRC with correction weighting

From the Figure 3.8 and 3.9, we can use the advantage of second method to
mitigate the small threshold phenomenon in first method. Table 3.1 shows the

comparison between the proposed system.and previgus works.

Functionality Ref. [5] Ref. [6] |[Combined scheme
Threshold value at the Relay 0 X 0
Gain factor at Destination receiver X 0 0

Table 3.1 Differences between three methods

3.4 Two-Threshold Values in Selection Relay

We also offer another method to improve the selection-relay performance. The
concept of this method is using the two different threshold values to measure the

received signal’s quality. There are three working status in the relay node. When the

relay received signal power is lower than the small threshold value, thrIOW , the relay
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don’t work. When the relay received signal power is larger than large threshold
value,thrhigh, the relay would decode and forward the signal. Otherwise, the relay
would amplify and forward the received signal. For the relay works in the
amplify-and-forward protocol, we use the amplified factor in [5]. To satisfy the
output power constraint, the relay amplifier can operate at a maximum gain

satisfying

¥ (3.4.1)

- 2
‘hsr‘ P+o?

The corresponding destination weighting ¢an.be implemented as

BT

Wsd o
NPT (342)

‘. Uhrd W +1};2

With these equations, we could easily use the MRC combiner as the destination
receiver. For the relay works in the decode-and-forward protocol, we use the same

method in section 3.3.
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Chapter 4

Theoretical BER of The Max-SNR
Selection-Relay:Architecture

In this chapter, we derive the theoretical BER-of the max-SNR selection-relay
scheme in detail. Also, we find the approximation for the theoretical BER to obtain

the diversity order.

4.1 Theoretical BER Analysis

Before we derive the theoretical BER, we should make some assumptions first.

The signal model of the cooperative system is just the same as the Chapter 2. We

assume the channel gains h,,,h, 4,h, are mutually independent complex

2 2 2

Gaussian with zero-mean, variance equal to o ,,05,0,, random variables. And

S
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the noises are also mutually independent complex Gaussian with zero-mean and

variances equal to o?. The signal we use is the BPSK symbol with X; € {Xl, X_l}.

With these assumptions, we can derive the theoretical BER.

4.1.1 Classification of The Proposed System

Scenarios

From the Figure3.9, the working status of the Relay depends on the Relay
received signal power which is transmitted from the Source. Therefore, there are two
scenarios of the received signalsiat the Destination: in the proposed system. The
scenario 1 means the Relay received signal power-lower than the threshold value.
The scenario 2 is the opposite side, i.e. the Relay received signal power is larger
than the threshold value. In the scenario 1 the Destination only has one signal which
Is transmitted from the Source. In the scenario 2, the Destination will have two
signals and these two signals come from different ways. One is from the Source. The
other one is from the Relay.

Hence, in the Scenario 1 the Destination receiver can be regarded as Figure 4.1.
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B

A

Ys d o 2*Real Decision |

Ws p =

Figure 4.1 Scenario 1 destination receiver

In Scenario 2, the Destination receiver can be regarded as Figure 3.9. It is very
important to know the Destination receiver type while we derive the theoretical BER.
With these two receiver type, we will know the proposed system theory BER which
depends on the received signal power at the Relay. And the theoretical BER would
be shown as follows :

P = Pl P P@ P (4.11)

In Eq. (4.1.1), P(¢1) denotes the occurrence when the relay received signal
power is small than threshold value and Pel 4 denotes the system BER when the

relay received signal power is small. P(@l) and Pelé mean the occurrence and the

system BER of the opposite scenario.

4.1.2 Occurrence probability of two Scenarios

We use the similar derivation in [6] and [8] to obtain the theoretical BER. First,

we could derive the occurrence of these two scenarios. From Eg. (2.1.1), we could
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know the Relay received signal model. Because hg, and ng, are the complex

Gaussian random variables with zero-mean and different variances. The received

signal Yq is also the complex Gaussian random variable with zero-mean and

. . . 2.
variance equals to Plaszr +02. Therefore, the received signal power ‘ys r‘ is an

exponential distribution random variable with 4, = % . With this property,

RoZ +0
we can easily obtain the occurrence probability of the low-SNR scenario 1
2 2
P(¢1): Prob[\ysr\ <fo ]
o2 —AX
= jo A, dX (4.1.2)

=L—exp(<i g0’

The occurrence probability-of the'high-SNR scenario 2 is

P(¢31) —1-P(g]
= exp(—ﬂléaz)

(4.1.3)

4.1.3 Error probability of two Scenarios

First we can use the Figure 4.2 to analyze the error probability of the scenario
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yl = 2*Re{ys,d *Ws,d }
A

P

2*Real —» Decision |

Y
*

ys,d

.

s,d o
Figure 4.2 Scenario 1 destination receiver

From Eqg. (2.1.2), we could know the destination received signal model. If the

symbol X=1 and the channel gain hs’d is known, the properties of Y, can be

obtained easily. The detailed derivation is shown as follows :

= Z*Re{ys,d W g }

2
h *
s,d v IDlhs,d
2 g 2 ns
O O !

Z

=2*Reé{ (4.1.9)

d

% il +J321Re{h* n }

Because of Re{h: aNs d} is a real Gaussian random variable with zero mean

2 5
. ‘hsd‘ o . . .
and variance equal to T the Y, is also a real Gaussian random variable

with the mean and the variance equal to Eq. (4.1.5) and Eq. (4.1.6).

u-Ely)-2-L @19
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(4.1.6)

According to these two statistical properties, we can know the probability

density function of the Y, .

Figure 4.3 llustration of y, ’s PDF

From Figure 4.3, we can realize the errer probability of y is the painted area if

the symbol X equals to 1. Hence, the-conditional error probability is shown below.
h 0
sd — —
P _I_Oof[y1|x_],hs,djdy

2
—%}dt =Q {%J (4.1.7)

1 00
=—— |, X
NVY/4 Iéﬁl P

From Eq. (4.1.7) and [12] , we know P

N has been approved after averaging

the channel effect :
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(4.1.8)

Before we start to derive the error probability of the scenario 2, we should

analyze the component of Pelvi in Figure 4.4.

y,= 2*{Re[y$vd W 4 }roz*Re[yryd *w,

o

K
ys,d 2*real{ } i
o i
Ws,d - o'\{— i
: Decision— X
270
<
Yed 2*real{ } » Gain
a
h:d PZ
Wr,d - (;/27
Figure 4.4 Scenario 2 destination receiver scheme
The received signals are rewritten from Eq. (2.1.2) and (2.1.3) here :
Yo d :‘“:)lhs,dx+ N g (4.1.9)
P,h X+ N g (4.1.10)

rd 2 r,d

From Eq. (4.1.10), the X may not be the same as the original Source symbol

due to the decision error at the Relay. Therefore, X will decode into this form :
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X with probability (1-p)

P9
[l

(4.1.11)
—X  with probability p

where p denotes the relay BER. Based on the Eq. (4.1.11), we realize that we

need two forms to analyze the y, . Thatis, Y, isrewrittenas :

LYY
2(X)I“red 02

o
(4.1.12)
+2 E Re[h:,d N4 ]+0‘§ Re[tf,d nr,d:|

(4.1.13)
AL

dnsd 02

Eq. (4.1.12) will accompany with a-probability (1— p) which the Relay make

a correct decision, and the Eq. (4.1.13) will accompany with a probability p which

the Relay make a wrong decision. Besides, the gain factor « in [5] is defined as

-20)

o=— 7
L+, 408

(4.1.14)

With these three equations in (4.1.11), (4.1.12) and (4.1.13) we know the error
probability of the scenario 2 will depend on the error probability of the Relay. Hence,

the error probability of the scenario 2 could be shown as follows :

Pe|¢1 :(1— p) Pb1+ pr2 (4.1.15)
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From Eq. (4.1.15), we should know the error probability of the Relay first

before we derive the error probability of the scenario 2.

To derive the error probability p of the Relay, we can use Figure 4.5 to
analyze.

Yy = 2*Re{ysr *Wsr}
4

Y > * 2*Real * » Decision ———»

Figure 4.5 Relay receiver scheme

First, we could start to analyze “Y; ,from Eq. (2.1.1). Given the channel gain

h . is known and the symbol X equalsto 1, Y, isshown as follows

Y3= 2 Re:Ws,r YS,r}

) i

2
h P

sz’r‘ + ‘/E Re[hg (N ] (4.1.16)
(o2 (o2

From Eq. (4.1.22), we know Re[h;rnsd is a real Gaussian random variable

2
2
‘hs’r‘ o

with zero mean and variance equals to . Therefore, we can know the

statistical properties of the Y, as follows
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2

My = E[szzpll_L:’r‘ (4.1.17)
2

o3 :Var[yg}: Zar;'r‘ (4.1.18)

Based on these properties, the probability density function of Yy, is

f(y3|x:l,hsyr)

v

A=0 'u3:(722[P1h51"2] Y3

Figure 4:6 Ilustration of-.y,'s PDF

The conditional error probability can be-derived by calculating the painted area.

That is,

) Q[’UZ} (4.1.19)

Then we average the channel gain effect to obtain the error probability of the

Relay .

(4.1.20)

When we average the channel gain effect, we should also notice that the received
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signal power should be larger than the threshold value. Therefore, the lower limit of
the integration in the Eq. (4.1.20) should meet this criterion. From the statistical
viewpoint, the received power could be calculated as
2 2
‘ys,r‘ = Pl‘hs,r‘ +07 (4.1.21)
e 2 2 .

Because of the criterion is ‘ys,r‘ > &0, the y,, need to meet this rule

Vor2(E-Y] (4.1.22)

With Eq. (4.1.22), the lower limit of the integral in Eq. (4.1.20) would be

lower, . = 0 ifo<l (4.1.23)
fmit =11 if £>1 -
Therefore, the error probability of the Relay.is shown as follows :
when &<1,
1 Plﬁg'/z
P.,=51- o (4.1.24)
1™ 2 14 PpE/Z
(o2
when &>1,
0 _1erf(Ja(b+1)) +e—baerfc(ﬁ)— 1
<120 b+l Jo+1

2
wherea=¢-1 b=t =G .
]/SI' RI_Gsr

(4.1.25)
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After we obtain the error probability of the Relay, we derive the error

probability B, from Eq. (4.1.12). Given the channel gains h,, and h_, are

known and the symbol X equals to 1, the Eq. (4.1.12) would be

A, R

Y.
’ o o
4.1.26)
B TooBrefiin 7]
+2% - Re[}ld Ny ]"‘0‘_ Re[hd nr,d:|
o o
From Eq. (4.1.26), we know Re[h;d ns,d} and Re[h:,d nr,d} are the real
2
‘hs d‘ o?
Gaussian random variables with zero-mean and variances equal to 5 and
2
h o?
——— individually.
2
Therefore, Y, ’s statistical parameters-are
/u2,correct =E ( y2,correct)
2 plh [F+ap|h [ ren
_2 vayfn,|
0.2 1| 's,d 2'rd
2 2 2 2 2
02,correct:? Pl hs,d‘ Ta Pz‘hs,d‘ (4.1.28)

Based on these properties, we can know the probability density function and

obtain the error probability B, .
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/u2,c0rrect y2 correct

Figure 4.7 lllustration of y, ... 'S PDF

We can obtain the conditional error probability by calculating the painted area.

Rl ha fw f (yz [x=1,h, ,.h , jdy

2
— Q 2,correct (4.1.29)

O-Z,correct

\/z(ys,d +a7/r,dj
\/7/5,d +a27/r,d

Therefore, we can obtain B, by averaging the channel gain effects. That is,

h. .,h
P= E{be arrd } (4.1.30)

From Eg. (4.1.30), we use the MatLab to calculate the double integration of the
expectation.

We can use the same method to derive the error probability B ,. From Eq.
(4.1.18), it is obviously known that the difference between Eq. (4.1.12) & (4.1.13) is

the amplitude of the symbol. Hence, from Eq. (4.1.13) the mean of Y, ’s statistical

properties changes into
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/u2,wrong =E [ y2,wrong }

2 (4.1.31)
hr,d‘ }

2
h } (41.32)

2 _ 2

O-2,Wrong -2
From Eq, (4.1.31) and (4.1.32), we would know the variance is the same as
0-22,correct but the mean changes. With these two results, the probability density

function can be shown as follows

f (y2lle’hs,d’hr,dj

=

O-2,co rect

'uz,wrong

A=0 y2,wr0ng

Figure 4.8 Illustration of y, ... ’s PDF

We can derive the error probability by these properties and Eq. (4.1.29). We can

obtain
h 4.h
P,=E [szs’d " } (4.1.33)

Same as Eq. (4.1.30), we use the MatLab to calculate the expectation in Eq, (4.1.33).
With equations (4.1.2), (4.1.3), (4.1.8), (4.1.24), (4.1.25), (4.1.30), (4.1.33),

equation (4.1.1) would be shown as

37



o?

"Pot+o? || 1 2
Pe: 1-e § 5[1— —759 ]

_Lzz \/i(ysd_}_a}/rd)

te Poé+o (1_ p)E Q \/E(ysd _ayrd)

+pE| Q
\/7/sd+a27/rd \/7/sd+a27/rd

77ST
H/m} c=1
erf(Ja(b+D) s B
NS R erfc(\/a)

where p=

N~ N~

1
1
N

where a=¢£-1 b=_i
Vsr

From the above theoretical error probability, we could know when « equals

to 1 the theoretical error probability would meet.the traditional MRC result in [6].

4.2 High SNR Approximation Analysis

In this section, we try to approximate the theoretical BER. Therefore, we could

get the diversity order from the simplified theoretical BER.

4.2.1 The Approximated Theoretical BER

We use the high SNR condition to obtain the diversity order of proposed

scheme. Before we start to derive, we should know the meaning of the diversity

order. In [8], the definition of the diversity order is the negative exponent of the

average BER plotted in a log-log scale when the average SNR tends to infinity, i.e.
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P oc (75 )_Gd where s — oo (4.2.1)
With this definition, we parameterize on the three SNRs first, i.e.
sd :C177s’ 77rd :C277s’ Vsr :C3775
where 75 denotes the average SNR. We also assume the Relay is close to the Source
to achieve the high SNR status. With this assumption, we would know the relay
BER [ is almost zero and the correction weighting & in Eq. (4.1.14) is close to
1. With the above assumption, we could approximate equation (4.1.1) namely the

theoretical BER of the proposed system. That is,

P = P(¢1) Fog B 4 (4.2.2)

where Pe|¢31 ~B,+pR,.

Therefore, the occurrence probability of the seenario 1 could be simplified by

using Taylor Expansion. That is,
o0 Xn
exp(X)=> =5 (4.2.3)

With this property, Eq. (4.1.3) could be shown as follows :

__ s
exp C,/s +1

I -2 I A
C/s+1l | Cs+l /s +1

~ ——5 %
1 o7, i1 when 7, >1
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P(¢1) zﬁ (4.2.4)

With Eq. (4.2.4), we could know the occurrence probability of the scenario 2. That

P@:l— P()
o (4.2.5)
/s +1

~y
~

According to the Eq. (4.1.12), the error probability of the scenario 1 can be

simplified by using the similar method. That is,

C]_?S =1_ 1 +O 1
Plgsz,y
02

1
P, ==1-
e 2 Plﬁs?’% | 42.6)
o2
1 _
~—-—_ when 7.>1
4c,7s Vs

Now we can approximate the error probability of the scenario 2 from the Eq.

(4.2.1), i.e. Pe ~ B, + PR,,. With the assumption of the negligible relay BER

4
p—)O and the correction weightinger 1, we could simplify the conditional
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BER Pbland sz. The reason why we make this assumption is we hope the

h. 4.h h. 4,h . L
conditional error probability B_#*""¢ and B 59""¢ which have a simplified
form like Q(\/Y) where X is an integer. Based on these assumptions, we can

start to simplify B, and R, .

h...h .
be'd rd is shown as follows,

thls’d'hr'd :Q[\/Z(%,d 7 d )J

1 %aunl Vsd T4
_%jo exp[ —}de

sin?@
Therefore, Pbl can be obtained by averaging the channel gains.

h gohy
Pble[Pbl’d d]

-1
sinZ2@

=j;° I;O A A, PXYe e dxdy with t=

=121 g el YlhX e
_Ejozjo jo A e e dxe2’ dyd
where 4 =(¢,75) " A, =(C,75) "

Because of

Icc;o Aete Wdx = jjit - 1_%

Therefore, Pbl would be

N N |
_ 1 % 7s,d 7/r,d e — —
Pbl_EJ.O [1+sin20] [1+sin26’] do if 7, 4 #7, 4
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1| & "

P,= +(a, —a, |+ —=——
b 2(a-a,)| Ja+l (&%) a,+1
where a, =Cjs,8, =C,7s (4.2.7)
We can simplfy sz as follows
2
h 4 g 2(7s,d _7r,d)
Rt =Q
(7s,d +7/r,d)
< N
2
P,=E|Q ( 2 r'd] (4.2.8)
(7s,d +7r,d)

The error probability of the Relay could be simplified as follows. From the
results of Eq. (4.1.24) and (4.1.25), we know the relay BER P has two types.
Therefore, we could use the similar method to simplified the Eq. (4.1.24) and it can
be shown :

when &<land 7,>1,

1

~_ — (4.2.9)
P 4c,7s
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From Eq. (4.1.25), we could simplify the equation by using Taylor expansion

and the high SNR condition. That is,

1 b
~1-7, e =x1-ba
Jb+1 2
eX(1 1
and erfc(x)~ ﬁ{? 2X3/2]

we could obtain the simplified form of the Eq. (4.1.25) :

when &>1land 7,>1,

—a/b+1
=05 1-aferialefs-5) o L

where @a=£-1b :(03;75)

(4.2.10)
With these approximated equations (4.2.4), (4.2.5), (4.2.6), (4.2.7), (4.2.8),
(4.2.9), (4.2.10), we can substitute into equation (4.2.2) to obtain the final form of

the approximated theoretical BER.

- 1
o) %
% % —
1 . 31 . 3-2 (7sd 7/rd)
2(a,-a,) al+1+(a1 %)+ 2, 1| " Q{\/%dwm

where a, =C 7,8, =C,7s

(4.2.11)
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where p =

conditional BER i.e.

1
4c,7,

b —a(b+1)
0.5 (1—ba)erfc(\/5)—(1—§] eﬁ [\/lE_Zal?”Zj E>1,

where a=¢-1,b=(c,7 )_1

From Eq. (4.2.11) and Eq. (4.2.1), we could know the diversity order of first
term is 2 but we can’t know the exactly diversity order in the second term. Therefore

we need make an approximation again to obtain the diversity order of the second

4.2.2 Derivation of Proposed System Diversity Order

For the purpose of knowing the diversity order of the proposed system, we need
to approximate the theoretical BER in Eq. (4.2.2) much further. We use the similar

method in [8] to approximate the second term of the simplified theoretical BER.

For Pbl , we could use the Chernoff bound to obtain another form of the

Pbki:Q[ 2(7sd+7rd )):J‘:%e_tzdt
= i fx(x)u(x—a)dx
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where f, (X) denotes the Gaussian probability density function, U(X)means the

step function and a denotes the destination received SNR,JZ(;/sd + 7' ) With

this equation, we could obtain the upper bound on R, , i.e.

t2

Ph < jo fo (x)et(x_a)dx —g g2 (4.212)

There’s a minimum value in Eq. (4.2.12) by differentiating with respect to t and
occurs when t equals the destination received SNR. With this result, Eq. (4.2.12)

would be simplified into
h _[7sd +7/rd]
Pbl <e (4.2.13)

After we average the channel effect, the Eq. (4.2.13) would be

:j:j:e_[75d+7rd) p(}/sd )p(]/rd )d]/de]/rd wher

e 4 denotes (C;7)" and A, denotes (C,7,)™".

=P 1 1 oc (75 )_2 (4.2.14)

<
L= 1+c 75 1+C, 7%

According to Eq. (4.2.1) and (4.2.14), the diversity order of B, isequal to 2.

For the error probability of the Relay, we use the Q-function property to obtain

the approximation. The property is
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e 2 (4.2.15)

With this inequality (4.2.15), the conditional approximated error probability is

h :Q( 274 j g%e—%r (4.2.16)

Hence, we average the channel effect of Eq. (4.2.16), we could obtain

< ie_[%ﬂ]d

1 —7sr
pSE{?e “Tr ’

-1

1 edy (773) (4.2.17)

..o pg—_
1+cCyps
where A, denotes (C,7,)™" and. d ‘denotesi®,or £—1. From Eq. (4.2.1) and

(4.2.17), we know the diversity-order of the Relay error probability is 1.

For B,,, we also use the Q-function inequality in (4.2.15) to obtain the upper

bound. Therefore, th2 would be

\/i(ysd _yrd)
\lysd +7/rd

2
glexp _(7/sd _7/rd)
(ysd +7/rd)

thz =Q

(4.2.18)

From the inequality (4.2.18), we could obtain the B, by averaging the channel

effect, i.e.
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p(ysd) p(yrd)dysddyrd

(4.2.19)
From the inequality in (4.2.19), we could use the long division method to

obtain another form in the exponential part, i.e.

(ysd ~7rd )2

EXP| —
P (ysd+7/rd)

Aysa?
=exp —Lj/sd + 71 —(7/ Sj_?/rd )}
sd rd

Therefore, the inequality would be

Ro Ly falFra Pl 07

where

47/sd7/rd
©] {%d 70 Y

fA(7rd) 0 2¢ p(7sd)d75d

From the fA(7rd ) we could average the channel effect y_, first. Due to the

decreasing property of the exponential term, we make an approximation and change

4
—7/ 7/517;" to 24/;/5d + 7.4 - Therefore, fA(;/rd) IS rewritten as
sd rd

) J' _e 7sd+7/rd 2\/7/sd7rd]
02

f (7/rd p(ysd)dysd

where X denotes y.,, b denotes (C7)" and d denotes [y, . After
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integration, fA(yrd) would be shown as :

d2

2 —
fa(7ea)Sbe™ 1+1b1+d(1/:;)3’2 [1—erf {— 151 ﬂ

3

We could use the Q function property,

Q(x)=1—erf (x) (p.1)

With this property and change J7 o 2, we could rewrite fA(yrd ) into

Vi
—d2 —d2 2d \/id
fA(ﬂdk%e +be @fWQ[_ﬁ]

Due to the Q function property,

Q(—x)=1-Q(X) (p-2)

With this Eq. (p.2), we rewrite fA(yrd) into

From the inequality in (4.2.20), we could obtain the upper bound of the B,

after averaging the y,, channel effect individually,
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1+h 1+b 1+ 4,
= 1 (4.2.21)
(L+cy7% |(1+c,75)
AP
/71b13/2 ;”ﬁe gy dx < b -
(L+hy) (A+b+Ab)
= (0102752)1/2 (4.2.22)
(75 +¢,7s +1)3/2

From Eq. (4.2.21) and (4.2.22), both of.them are proportional to y, with

exponent order 2 and 1/2. Due-to a sum-is dominated by the term with the lowest

diversity exponent, the diversity of ‘B is-1/2.

With the results of Eq. (4.2.14), (4.2.17), (4.2.21) and (4.2.22), the

approximated BER would be

P, = & 1

AL

1 gd 1 N (%73)1/2

(1+c17s)(1+c27s)+1+c37s L+ )(2+c,7% L+ %+0273)3/2)
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From the above approximated BER, we could find out the diversity of the proposed
system under the high SNR condition would be

1.5£GOI <2 (4.2.26)

This result is consistent with that of the diversity in [7]. Based on [7], the

diversity of the uncoded Relay under Decode-and-Forward protocol would be 1.5~2

in the cooperative system with only one Relay to retransmit the Source signal.
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Chapter 5

Computer Simulations

In this chapter, we show: the performance of the proposed scheme under
different Relay locations. Here,-our ¢hannel gains are modeled as the mutually

independent, complex Gaussian random variables, CN (O,Gﬁj), where 1, |
indicate the Source (s), Relay (r) and Destination (d). There are three Relay locations

which are “Relay in Middle”, “Relay close to Source”, “Relay close to Destination”.

We adjust the o7

i j Value to represent the different Relay locations. Here, we set the

o?, as 10 and O'SZd zarzd as 1 to realize the Relay close to Source condition.

Also we set the o2y as 10 and o, =02, as 1 to realize the Relay close to

Destination condition. For the Relay in Middle condition, we set all the channel gain

variances are equal to 1. The noise power is also modeled as the mutually
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independent complex Gaussian random variable. But the variance we use is equal to
1 for all receiver nodes. The power for the Phase 1 and Phase 2 is allocated by the
parameterr, i.e. P,=r*P and P,=(1-r)P. Here, the powers we use in the
Phase 1 and Phase 2 are equal. The background of cooperative system is using
threshold-selection relay scheme. We use 4 threshold values which is
£=0.5,1,3and 4 to see the performance variation and the simulated results
would be shown into three groups. We use Eq. (4.1.39) to verify the proposed
scheme simulated results. We also provide the simulations to find out the influence

of the relay threshold value on the system BER.

5.1 Under Relay in"Middle Status

BER

L

5: — - max-SNRscheme  pr------SNCHR oo
10 2— MRC receiver

—% - Theoretical BER of proposed scheme [

|
|

—+H— ML receiver Homm - - - -
|

10 I I I
5 10 15 20 25 30

PNR in dB

o

Figure 5.1 Threshold =0.5 with relay in middle
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Figure 5.2-Threshold
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Figure 5.3 Threshold
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Figure 5.4-Threshold =4 with relay in middle

As we can see from the Figure/(5.1) = Figure (5.4), the performance of the

proposed system could improve the performances which is close to the ML

receiver’s result under small threshold value area and the simulated results are

matched to the theoretical BER which verifies the proposed scheme. But the

performance will be same as the Selection-Relay for the large threshold value. Also

from the simulated results, we could find out the diversity order of max-SNR

detection for selection relaying. Because of the diversity order of ML receiver and

MRC receiver are 2 and 1.5 which proved in [7]. Also the simulated results lie

between these simulated results. With these results, we could know the diversity
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order of proposed scheme matches to the conclusion we made. For the threshold

value’s influence, we set the PNR to 20 dB which means after receiving signals the

destination would have 10 dB powers from the source and relay, respectively. The

computer simulation is shown as follows

10 —— N p— A Ep—— e Ep— 1 1 1 1 ]
IIITIIIIIIIIIITIIIINIIIIIoiIIial T MLreceier i
————— A4~ ————4| X~ MRC receiver R

| | | | | |

””” Moot —o— max-SNR scheme [
***** e el e e e E e e e |

| | | | | | | | |

| | | | | | | | |
e [ [ [ [

/R l l l l l l l l l
N Y I N R [ B Lo N

| | | | | | | |

| | | | | | | |

| | | | | | | |

| | | | | | | |

| | | | | | | |

m -3 | | | | | | | | |
W 10 oA b
o [ D& L P, - _ L | 4 I —— - _ L ___

| | | | | | | | |

\& ; T
|

Threshold value

Figure 5.5 Influence of threshold value with relay in middle

Because the threshold value acts like a supervisor and it would increase the

accuracy of transmitting the original symbol. With this reason, from Figure 5.5, we

could know the performances of three receivers would merge during the large

threshold utilization. But when the threshold value turns to the large value, the

utilization of the relay-destination channel would drop. With this reason, the

performances of three receivers would degrade when the threshold value increase.
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Besides, when the threshold value turns to the small one, the MRC receiver’s

performance would degrade enormously due to error propagation. Hence, with the

max-SNR scheme, we could reduce the threshold value for utilizing the

relay-destination channel frequently and improve the MRC performance.

5.2 Under Relay Close to Source Status

BER

[T

1

it

[t

—O— max-SNR scheme
—4— MRC receiver !
—% — Theory BER with threshold value =0.5 | 7

s

—H— ML receiver I

o

5 10 15
PNR in dB

Figure 5.6 Threshold =0.5 with relay close to source
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Figure 5.9 Threshold =4 with relay close to source

From Figure (5.6) ~ Figure (5.9),"we could know the performances of three

receivers have similar results under relay;in middle status. But the performance of

the proposed system which is so closed to the ML combining is that the decoded

signals transmitted by the Relay are the original signals due to Relay close to Source.

For the threshold value’s influence, we use the same parameter in the relay in middle

status. The simulation result of threshold value’s influence is shown as follows.
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Figure 5.10 Influence of threshold value with relay close to source

Like the result in the relay<in middle-status, the performances of three receivers
would merge during large threshold ‘value-utilization. But due to the condition, the
utilization of the relay-destination channel would raise and the decoded signal would
be a copy of the original symbol of the source. Hence, the destination would collect

two useful data for recovering the original symbol.

5.3 Under Relay Close to Destination Status
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From Figure (5.11) ~ Figure (5.14), the performance of the proposed system

also has improved at the small threshold value area. But due to the condition that the

Relay is close to Destination, the proposed system would need more 3 dB to meet

the performance of ML combining during small threshold value utilization. Same

parameter used in the sections 5.1 and 5.2, the simulation of the threshold value’s

influence is shown at below :

10

+

(s e —~A— MRC receiver

S A A —&— max-SNR scheme
—FH— ML receiver

BER

10° 1 1 1 1 1 1 1 1 1
0 05 1 15 2 25 3 35 4 45 5

Threshold value

Figure 5.15 Influence of threshold value with relay close to destination

Like the result mentioned in the sections 5.1 and 5.2, the performances of three

receivers would merge during large threshold value utilization. But due to the relay

close to destination status, the BER of the relay would raise up. The destination

would estimate wrong due to receive two copy different symbols in the detection
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device.

5.4 High SNR Approximation Simulations

We also could use equation (4.2.2) to verify our simulation results. Due to the
assumption of high SNR status in section 4.2, we use the relay close to source status

as our verifications. The results are shown as follows.

BER

,,,,,,,,,,,,,,,,,,,,,,,,,

—&— max-SNR scheme
—4— Approximated BER
1 1

5 10 15

PNR in dB

Figure 5.16 Threshold =0.5 for high SNR approximation
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From Figure (5.16) ~ Figure (5.19), the approximated theory BER would

approximate the simulation results during High'SNR assumption.

5.5 Under 2 Threshold Values In Selection

Relay

Under this concept, we make the large threshold value to 1 and small threshold

value to 0.5. With these parameters, the simulated result would be shown as follow :
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Figure 5.20 Threshold =1 with combo scheme

From Figure 5.20 and under threshold value equals to 1, we would know the

two threshold value in selection relay:improves the traditional MRC receiver in the

selection relay cooperative system. With two stages comparison, we could make

sure the quality of signal transmitted by the relay.
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Chapter 6

Conclusions

In this thesis, we propose a threshold-selection relay with maximum SNR
detection at the destination for the transmitted signal from the relay. It improves the
performance of threshold-selection relay in case of small threshold value. It also
successfully reduces the threshold value at the relay. The optimum threshold value at
the relay is 0.5 when the relay places in the middle. The optimum threshold value
would change in cases of different relay locations and/or different power ratios of
the transmitted signal power. Also the diversity of proposed scheme attains to 1.5~2
which meets the result in [7] without using any non-linear mapping function at the

destination.
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