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摘要 

 

各式的高效能低成本串列傳輸技術廣泛應用於各種現代電子產品中，而時脈

資料回復電路則是高速串列傳輸系統的接收端中最關鍵的部分。現代時脈資料回

復電路設計的趨勢包括：隨著資料頻寬的提升與成本的下降，多通道的串列傳輸

已成為主流。而數位設計的時脈資料回復電路往往比類比電路設計更適合於此類

應用且不受製程/電壓/溫度變化的影響。另外，為了對抗電磁波干擾的問題，展

頻技術也被運用在資料傳輸內，因此時脈資料電路需要具備從展頻時脈中回復正

確資料的能力。 

在高速時脈資料回復電路中，二元相位偵測器是主流的趨勢。但是二元相位

偵測的非線性行為卻會為相位追蹤迴路帶來諸多不利影響，如：增益隨抖動量改 

變、穩態下振盪等。因此我們提出「多重交替式轉態取樣技術」及「增益補償」，

能有效的使二元相位偵測器的增益線性化，從而達到穩定的相位追蹤。 

展頻技術是對時脈信號的頻率做微量的調變，使其在頻譜上分散在較寬的頻

帶範圍，因此可降低時脈造成的能量峰值。提出的展頻時脈產生器以鎖相迴路為

基本架構，並使用和差調變器及相位旋轉方式完成之。我們所提出的展頻時脈產

生器主要應用於第三代 Serial ATA 中，向下展頻 5000ppm 同時採用三角波調變

且調變頻率為 30KHz。本論文的主題之一即是討論不同階數之和差調變器的影



響。由我們理論的結果顯示，只要相位內插器解析度夠細，不同階數的調變器所

造成的抖動差異是小到足以被忽略的。 

實作晶片使用聯電標準臨界電壓 90 奈米互補式金氧半導體製程來製造，佈

局後之模擬的資料頻率為 5.5Gbps 到 6.5Gbps，回復時脈的峰對峰抖動值為

17.52ps。展頻時脈最大週期對週期時脈抖動為 1.13ps 並操作在 1.4GHz 時消耗

7.57 毫瓦。能量峰值所能降低的最大數量為 20.6dB。 
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Abstract 

 

Recently, many high-speed and low cost serial link transmission technologies are 

developed and are widely used in modern electronic products. The clock and data 

recovery module is the most important component in the receiver end of high speed 

serial link systems. Modern trend of CDR circuit design includes: First, as the 

increase of transmission bandwidth and the decrease of fabrication cost, multi-channel 

transmission system has become the mainstream. Second, digitally implemented 

CDRs are often more favorable than analog ones for the broad applications and 

robustness against PVT (process, voltage, temperature) variations. Finally, in order to 

reduce EMI (electro-magnetic interference) problem, spread spectrum clock 

technology is used in data transmission. Therefore, it is necessary for CDR to recover 

correct data from spread spectrum clock transmission.  

In the high speed CDR, binary phase detection is the mainstream. However the 

non-linear characteristic of binary phase detection introduces unwanted effects like 

PD gain varies with jitter amplitude, and oscillatory steady state of phase tracking. 

Therefore we propose a Multiple-Alternating Edge Sampling (M-AES) scheme and 

Gain Compensation to linearize the PD gain and achieve a stable phase detection. 



Spread spectrum technique slightly modulates the frequency of clock signal and 

spreads it over a wider bandwidth. This would lead to a reduction of the peak level of 

the clock energy. A spread spectrum technique using PLL with a sigma delta 

modulator and phase rotation algorithm is proposed. Our spread spectrum clock 

generator (SSCG) for Serial ATA III Specification is down spread 5000ppm with a 

triangular modulation profile and the modulation frequency is 30 KHz. One objective 

of this thesis is to analyze the effect of different order of ΣΔ modulation. Our 

theoretical results have shown that, once the phase resolution of the interpolator is 

high enough, the difference of the jitter from different order of modulators is so 

insignificant that can be neglected. 

The test chip is fabricated in UMC 90nm CMOS regular-Vt process. The 

post-layout simulated data rate from 5.5Gbps to 6.5Gbps, the peak-to-peak jitter is 

17.52ps. The spread clocking has a peak-to-peak cycle-to-cycle jitter of 1.13ps and 

consumes 7.57mW at 1.4GHz. The EMI reduction in this circuit is about 20.6dB. The 

analog circuit power consumption is 55mW under 1.0V supply voltage. 
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Chapter 1

Introduction

1.1 Background

Technology scaling has dramatically increased the amount of computation that

can be integrated onto a small piece of silicon. This increased computation has

highlighted the requirement for chip I/O that can supply the information fast

enough to keep the compute engine running. As a result, the design of chip

I/O has become increasingly sophisticated, with multi-Gb/s bandwidths now

prevalent in high performance computer systems and networks. These high speed

links are composed of a transmitter and a receiver communicating over a channel,

as shown in Figure 1.1. The transmitter generates a high bandwidth signal.

Then the receiver must reconstruct the original transmitted bitstream from the

received waveform. The system task spans a wide area of disciplines including

channel design, package design, signaling methods, equalization and clock and

data recovery (CDR), which is the subject of this thesis. Another significant

problem associated with high speed is EMI. Faster operating speeds of electrical

devices result in more electromagnetic interference (EMI) at higher frequencies.

EMI may well interfere the operation of its source circuit and the equipments

adjacent to it. Since heavy metal shielding is not the low-cost option in the

lightweight portable device, spread spectrum techniques have been frequently

1



used for EMI reduction. However, there are some challenges existed for circuit

designer due to the fact that the modified clock does not align any more in

the synchronous system. The transmitter and receiver run into new difficulties in

spread spectrum clocking (SSC) system due to the occurrence of the deterministic

timing jitter.

CDR

D Q

Channel

Data out

Clock

Data in

Transmitter Receiver

Figure 1.1: High speed link block dargram.

1.2 Motivations and Goals

The requirements of high data rate and highly integration of modern high speed

serial link motivates the design of clock and data recovery circuit that is able to

work at multi-Gb/s and is suitable in large scale integration. The work of this

thesis is motivated from two issues, one is to increase the performance of a con-

ventional binary PD and the other is to conquer spread spectrum. The proposed

CDR is a 2nd-order phase/frequency tracking, feed-forward phase adjusted CDR

with Multiple Alternating Edge Sampling (M-AES) function. The CDR is able to

track spread spectrum clock and is suitable for Multi-I/O integration. The devel-

oping SATA generation 3 [1] provides a good design example because of the high

speed and similarity to a variety of modern high speed serial applications, such
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as HDMI [2] and PCI-E [3]. This work presents the design and implementation

of a CDR applicable to SATA -III specifications. The specifications of SATA-III

are investigated and become design target. The theory analysis and behavioral

simulation will be carried out on MATLAB and Wolfram Mathematica platform.

The functional circuits designed in HSPICE and Verilog are simulated in mixed-

signal simulator Nanosim. The test chip was fabricated in UMC 1P9M 90nm

1.0V Regular-Vt CMOS process.

1.3 Thesis Organization

This chapter provided an introduction on the objective of CDR and spread spec-

trum clocking.

Chapter 2 will first review tracking type and phase picker which are the most

commonly used CDR architecture. Chapter 2 will then discuss jitter fundamen-

tals and timing, data format specifications.

Chapter 3 describes the 2nd-order Phase/Frequency tracking algorithm for

Feed-Forward Phase Adjusted CDR. Then, we will propose some schemes to

improve loop bandwidth stabilization. Finally, behavioral simulations are carried

out.

Chapter 4 describes links that use spread spectrum clocking. Spread spectrum

clocking is used in wireline communication in order to reduce EMI. In our work,

we adopt Σ∆ modulator to adjust the phase rotation. Despite the fact that

higher-order Σ∆ modulation is commonly used, we analyze the advantages and

disadvantages of different order of Σ∆ modulation and their applications in SSC.

Chapter 5 shows the experimental results and Chapter 6 draws a conclusion.

3



Chapter 2

CDR Basics

2.1 Introduction to CDR

In multi-gigabit serial link systems, due to the extremely high data rate, the

bit time becomes small as compared to signal propagation time. It is therefore

impractical to provide additional serial clock with a separate wire because even

the slightest difference in length of the data and clock line will introduce signifi-

cant skew. In modern high speed serial links, the clock is no longer transmitted

through the channel, but is extracted from the data by the clock and data recov-

ery (CDR) circuits. The CDR must detect the phase and frequency information

from the received data transition and adjust the local clock generator to recover

the link clock signal. The objective of the CDR is to recover the data with as few

errors as possible. In other words, the goal of the CDR is to minimize the bit error

rate (BER) through the channel. The CDR is therefore an important building

block in the receiver architecture, and is used in many serial link systems, such

as Gigabit Ethernet, serial ATA, PCI-Express, HDMI, SONET/SDH, XAUI, etc.

Traditionally, the earlier design [4]-[6] incorporate a PLL in the CDR loop

to track the phase and frequency of incoming bit steam. As shown in Figure

2.1, the PLL based CDR uses a feedback loop control to adjust the phase of the

sampling clock for recovering the data in the received stream. Although the PLL
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based CDR design is straightforward, the direct use of PLL to recover clock leads

to undersired bandwidth conflict. The bandwidth requirements of PLL loop and

CDR loop may be different. For example, in order to achieve good jitter tolerance,

high bandwidth is required so that the CDR can track the jittery input signal

and be able to recover the incoming data. However, the the bandwidth of PLL

must set low for stability reasons.

Phase Detector

Recovered clock

Din Charge Pump

/Low Pass Filter
VCO

DoutSH

Figure 2.1: Block diagram of the analog PLL based CDR.

Such bandwidth issue leads to the development a dual loop configuration. A

simplified block diagram is shown in Figure 2.2. A separate feedback phase/frequency

recovery loop chooses among multiple phase from PLL to track the receive stream.

The dual-loop architecture provides an additional advantage for modern high

traffic serial link application [8]. In modern communication systems, multi-IO

systems integrated on System-On-Chip (SOC) is desired because the high data

rate requirements and reduced area and power. For multi-IO systems, many

dual-loop CDRs can share one common frequency synthesize loop to provide ple-

siochronous clock, while each recovery loop is independent from other IOs and

function individually.
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Multi-phase

Clock

Generator

Din

Filter

Phase 

Detector

Dout

Ref. clock

N

Phase 

Selection

Figure 2.2: Block diagram of dual loop CDR.

2.1.1 Feed-Forward Phase Adjusted Scheme

Due to the feed-back architecture suffering the bandwidth requirements conflict

as mentioned above, the frequency synthesize loop (PLL) and clock recovery loop

must be independent from each other [7] [9] [10]. As shown in Figure 2.3, the

phase selection is moved away from PLL’s feedback clock to the direct output

of multi-phase VCO. In our proposed architecture, bandwidth conflict is avoided

and can support multi-IO applications. Multiple phase multiplexer and phase

interpolator are used in phase selection because of parallel sampling. Figure 2.3

shows the case with parallel sampling of five bits. This will have extra four

multiplexer and interpolator blocks, but trades for application flexibility, and

much more power/area saving in multi-IO systems.

2.2 Jitter Fundamentals

In a data link system, the signal integrity is degraded by noise interference. The

waveform of data received at the receiving end is slightly different from the wave-
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Figure 2.3: Feed-forward phase adjusted CDR

form of original data at the transmitting end due to channel imperfections. An

eye diagram, which is created by overlaying consecutive bits onto a single bit time,

is useful in explaining the function of a CDR (Figure 2.4). The ’eye’ shape is cre-

ated by the four possible transitions. The transitions have uncertainty caused by

timing and voltage noise in the system. What complicates CDR design is that the

data transitions are not stationary with respect to a timing reference. There are

two reasons for this movement. The first is due to any deterministic phase offset

trajectory that is a result of frequency offsets between the TX and RX reference

clocks. The second is due to timing uncertainty or noise that is referred to as

jitter. These will be explained next.

2.2.1 Jitter

Short-term frequency instabilities, seen in the time domain as jitter, can cause

problems in both analog and digital signals. As system operating frequencies have

increased, these instabilities have gained increasing importance, because their
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Desired Sample Point

Figure 2.4: Example of eye diagram. Vertical axis is voltage and the horizontal
axis is time.

relative size to the total period length is larger. Jitter refers to the the deviation

of the significant instances of a signal from their ideal location in time. To put

it more simply, jitter is how early or late a signal transition is with reference

to when it should transition. It is a key performance factor in high-speed data

communications. Jitter isn’t measured simply to create statistics, it is measured

because jitter can cause transmission errors. For if jitter results in a signal being

on the wrong side of the transition threshold at the sampling point, the receiving

circuit will interpret that bit differently than the transmitter intended, causing a

bit error.

Jitter and noise are deviations from an ideal signal. Jitter can have many

causes. The physical nature of various jitter sources for a communication system

can be classified into two major classes: random jitter and deterministic jitter.

These types are discussed in detail as noted next.

2.2.2 Quantifying Jitter

Cycle-To-Cycle Jitter Cycle-to-cycle jitter compares the difference in the pe-

riod length of adjacent cycles. This would be calculated by subtracting

period τ1 from period τ2 in the example shown in Figure 2.5.
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Period Jitter Period jitter compares the length of each period to the average

period (τave) of an ideal clock at the long-term average frequency of the

signal. Each datapoint would be generated by subtracting τn-τave, where n

is the period being measured.

Time Interval Error (TIE) The difference in time between the actual thresh-

old crossing and the expected transition point. The deviations in time use

either the actual transmitter clock or a reconstruction of it from the sam-

pled data set and take the form of instantaneous phase variations for each

bit period of the waveform captured. Incidentally, this representation of

jitter is of most interest for current standards [12].

time(ps)

v
o
lt
s

300 500 700 900 1100

1
τ

2
τ

Figure 2.5: Adjacent cycles used to calculate cycle-to-cycle jitter.

2.2.3 Sources of Jitter

The sources of jitter are often categorized as bounded and unbounded. Bounded

jitter sources reach maximum and minimum phase deviation values within an

identifiable time interval. This type of jitter is also called deterministic, and

results from systematic and data-dependent phenomena. Examples of systematic

phenomena include crosstalk and impedance mismatch. Data-dependent sources

include intersymbol interference and duty-cycle distortion.

Unbounded jitter sources do not achieve a maximum or minimum phase devia-

tion within any time interval, and jitter amplitude from these sources approaches
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infinity, at least theoretically. This type of jitter is also referred to as random

and results from random noise sources. The total jitter on a signal, specified by

the phase error function φj(t), is the sum of the deterministic and random jitter

components affecting the signal:

φj(t) = φj(t)
D + φj(t)

R (2.1)

where φj(t)
D, the deterministic jitter component, quantified as a peak-to-peak

value, Jpp
D, is determined by adding the maximum time advance and time delay

produced by the deterministic jitter sources. φj(t)
R, the random jitter compo-

nent, quantified as a standard deviation value, Jrms
R, is the aggregate of all the

random noise sources affecting the signal. Random jitter is assumed to follow

a Gaussian distribution and is defined by the mean and sigma of that Gaussian

distribution. To determine the jitter produced by the random noise sources, the

Gaussian function representing this random jitter must be determined and its

sigma can then be evaluated [12].

Deterministic

Jitter

Unbounded and Gaussian in distribution

Bounded and follows a predictable distribution

Figure 2.6: Total jitter is the sum of several components.

In short, total jitter is composed of a random jitter component and a deter-

ministic jitter component, denoted in Figure 2.6.
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2.3 Timing and Data Format Specifications

Our proposed CDR is targeted for modern multi-gigabit serial transmission sys-

tems that are applicable to different standards. One suitable standard is Serial

Advanced Technology Attachment Generation 3 (SATA-III) [1]. The SATA is

a high speed interconnection applied in computer and storage devices like hard

disk and optical drivers and is expected to replace the widely used ATA technol-

ogy. Although SATA-II already found applicability in modern hard disk drive

and is able to cover foreseeable improvement of hard disk drive transfer rate in

near future, SATA-III is still being developed and will be used in port multipliers,

solid-state drives, and the continuing of storage evolution based on historic trends

[13]. Table 2.1 shows the generations of SATA.

Table 2.1: Generations of SATA [14].

Generation 1 Generation 2 Generation 3

Approximate speed 1.2 Gbits/s 2.4 Gbits/s 4.81Gbits/s

(8b side) (150 Mbytes/s)

Approximate speed 1.5 Gbits/s 3.0 Gbits/s 6.01Gbits/s

(10b side)

Estimated mid 2001 mid 2004 mid 2007

introduction date

Connector Same as Gen1 May be upgraded

Cable Same as Gen1 May be upgraded

Signaling Compatible with Compatible with

compatibility Gen1 Gen2-may be

compatible with Gen1

NOTE-

1.These speed specifications and schedules are subject to change

2.3.1 Data Format

Because the specification of SATA-III is still under development, our proposed

CDR will use the known specifications of SATA-II. According to [1], the data
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rate is 6Gb/s. The receiver should be able to detect differential NRZ stream

with data rates of ± 350 ppm with 0/ − 5000 ppm spread spectrum clock from

nominal rate. The minimum and maximum differential input voltage is 275mV

and 750mV respectively.

2.3.2 Timing and Jitter Performance

The timing requirements are specified in eye diagram and jitter performances.

Although eye diagram is not specified in SATA documents, it can be referenced

from 3Gb/s standards of Serial Attached SCSI [15] which is capable of interop-

erating with SATA. Figure 2.7 shows the eye diagram and Table 2.2 shows the

parameters.

Figure 2.7: Receiver eye diagram [15].

Table 2.2: The parameter of receiver eye diagram of Figure 2.7

Units Alias Value

Min. Rx differential input voltage
mV(P-P)

Z1 275

Max. Rx differential input voltage Z2 750

Half of maximum jitter
UI

X1 0.275

Center UI X2 0.500
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The jitter performance is specified in [1] and is divided into 2 categories: one

is random jitter (RJ), normally measured in standard deviation σRJ and as a rule

of thumb, the data transition edge can be 14 times of the standard deviations

away from the mean during 1012 data transmitted. The other class of jitter is

deterministic jitter (DJ), which is characterized by bounded, peak-to-peak value.

To ensure 10−12 BER, the SATA calculates total jitter (TJ) by

TJ = DJ + 14 · σRJ

Given TJ=0.60UI and DJ=0.42UI [1], one can calculate that σRJ=0.013UI, and

this will be the target specification.

Figure 2.8: The target jitter tolerance mask [16].

Jitter tolerance mask is another important measure of CDR systems that

describes the frequency response of the CDR loop under the input phase varia-

tions. The jitter tolerance mask is not clearly specified in SATA, therefore we

reference the tolerance standard of synchronous digital hierarchy (SDH) STM-64

interface [16], whose data rate is 10 Gb/s, as our design target specification. The

specifications are shown in Figure 2.8. From the specification we can see that

13



CDR is required to track low frequency jitter to very large amplitude, while high

frequency (> 10 MHz) jitter is allowed to pass directly without any tracking.
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Chapter 3

Theoretical Analysis of the
proposed CDR

3.1 Overview

The oversampling clock and data recovery circuits introduced in Chapter 2 use

phase adjusting method, rather than voltage controlled oscillators, to track in-

coming phase and frequency deviation. Therefore, it needs an algorithm to calcu-

late the required phase adjustment from the information of binary phase detector

(PD). In order to track both phase and frequency, it needs a 2nd-order algorithm

and has been reported in [9], [17]-[19]. The theoretical analysis can be found in

[20] and is very useful in designing the 2nd-order behavioral model.

The s-domain concept of 2nd-order CDR can be seen in Figure 3.1(a), the

binary PD detects the phase difference φe, then φe is proportionally counted with

a gain GP , and integrated with gain GI . The ratio of the phase adjustments from

the proportional path to that from the integral path is defined to be the stability

factor ξ [20]. In Figure 3.1(a), the stability factor equals GP / GI . In binary phase

detection without dead-zone, ξ should be greater than two times the loop latency

in UI to achieve unconditionally stable [20]. However, in our design this constrain

may be relaxed because of the dead-zone from M-AES as will be described later.

The results from two paths are summed and is used to direct the digital
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Figure 3.1: (a)The concept of 2nd-order CDR (b)The proposed 2nd-order CDR.

phase rotator. The rotator acts as the VCO in s-domain, which is an integrator

at filter output, it integrates the phase +/- information and adjust the phase

of sampling edges. In our proposed architecture, however, in order to reduce

hardware overhead in implementing integral path while maintaining loop stability,

the arrangement is modified as in Figure 3.1(b).

3.2 Phase/Frequency tracking CDR

The block diagram of the proposed feed-forward phase adjusted CDR is shown in

Figure 3.2. At data rate of locking fs=6GHz, a reference clock of 100MHz is given

to the PLL to generate a clock with 1.2GHz, 10 phases. Phase selection block,

controlled by the digital 2nd-order algorithm, selects 5 phases for data sample

and 5 phases for edge sample that tracks incoming stream with phase resolution

of 1/32 UI of 6Gb/s data rate. At the sampler, the incoming stream is sampled

and synchronized with parallel 5-bits at 1.2GHz, equivalent to 6GHz data rate.
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Figure 3.2: Block diagram of proposed CDR.

The Phase Detector is a binary PD, that extract the phase lead/lag information

from the data and edge samples. Then a Pre-Filter which composed of a Gain

Compensation and a sliding window used to average out the effect of random

jitter and balance the loop gain in different data transition density. The sliding

window operates at the rate to 600MHz and its output is used in the Propor-

tional and Integral Path. The proportional path and integral path behaves like a

2nd-order digital loop filter that interpret the Up/Down into phase and frequency

adjustment. In order to track not only the phase but also frequency of incoming

data, the Up/Down information must be integrated to form the frequency infor-

mation. The integral path is therefore designed to accommodate frequency offset

and spread spectrum clock. When the maximum frequency deviation of SSC, the

maximum phase adjustment of integral path is
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PhaseAdjustmentmax =
5000ppm

600MHz
6GHz

× 1
32

UI
(3.1)

Then the phase rotator and decoder controls the phase selection block.

See [21] for further details of architecture design and implementation. This

thesis focuses on theoretical analysis and the design tradeoffs.

3.2.1 Binary Phase Detector

CDRs can be categorized into two groups according to the phase detection method:

one is the linear CDR and the other is the binary CDR. The linear PD detects

both the magnitude and the direction of the phase error whereas the binary PD

detects the direction only. The linear PD requires a lot of effort in terms of ana-

log building blocks, such as high-speed limiting amplifiers, high-resolution phase

comparators, and data retimers [10]. In contrast to this, most parts of the binary

PD are implemented in digital, thus requiring less circuit complexity. Hence the

binary PD is used in our work. Its binary output simplifies integration with the

digital loop filter and allows multi-phase operation so that the CDR can operate

beyond the intrinsic speed limit of a flip-flop in a given process.

Binary PD, also referred to as bang-bang PD. The purely digital nature of

the binary PD output allows fast and robust digital processing of the timing

information, which works well for high-speed application. However, the loss of

error magnitude information makes the clock-recovery loop exhibit highly nonlin-

ear behavior. For example, the feedback loop would update the recovered clock

timing by a fixed amount based solely on the error polarity, since it does not

know how much timing is off by. This updated amount could be too small for

large errors, or too large for small errors. In other words, the effective gain or

bandwidth of the bang-bang controlled feedback loop depends on the input error

magnitude since the output is constant regardless of the input magnitude [22].
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The nonlinear nature results in oscillation when phase locked, thus generates in-

trinsic jitter in steady state [18] [19]. Another disadvantage of binary PD is that

its PD gain varies greatly with different jitter conditions [10]. The binary detec-

tion of a jittery input creates a large PD gain when jitter is small and a small

PD gain when jitter is large. This further deteriorates the stability of phase de-

tection. Overall, the drawbacks of binary PD come mainly from its nonlinearity.

Therefore this thesis presents some schemes for adjusting PD gain more linear

which are described in the later section.

3.2.2 Proportional/Integral Path and Phase Rotation Counter

The GP in Figure 3.1(b) is implemented by a modified first-order Σ∆ modulator.

The modification is done by adding sign bit path to handle both positive and neg-

ative inputs. The architecture is shown in Figure 3.3. The input of proportional

path is from sliding window that sums two successive Up/Down. The value of

proportional gain GP is decided by the accumulator depth N, that is, GP = 2−N .

In our design, the length N is programmable from 2 to 5.
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Figure 3.3: The architecture of Proportional path.

This implementation produce a time averaged gain equal to a fractional num-

ber, and the output is for the phase adjustment step. The phase rotator will
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integrate the steps and tracks the incoming data phase. With the continuing

of phase adjustment, the proportional also has a very limited frequency track-

ing capability. For example, in our proposed system, if programmed N=3, the

proportional path has maximum frequency tolerance of

1

2N
× 600MHz

6GHz
× 1

32
UI = 390.625ppm (3.2)

In order to track not only the phase but also frequency of incoming data,

the Up/Down information must be integrated to form the frequency information.

The integrated signal is then passed into a time averaged gain element similar

to the proportional path. It is important to keep the integral gain much smaller

than the proportional gain, so that the integral path does no interfere with the

proportional path and become unstable.
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Figure 3.4: Block diagram of a simplified Proportional, Integral and Counter.

The Phase Rotation is implemented by a 0-159 counter. The counter can be

up counting or down counting and the range of 0-159 represents 160 phases, which

is the 10 phases from PLL multiplied by the interpolation of 16 intervals. Assume

the phase detector output is a positive value, which means up counting the phase
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is required. A simplified proportional path and an integral path are shown in

Figure 3.4. The input is multiplied by GP and P is the proportional output, then

it sent to integrated path then multiplied by GI . Then the proportional output,

P, and the integral output, I, are summed and integrated to the counter for phase

rotator.

3.2.3 Phase Selection

The use of phase rotator with phase interpolation in phase adjustment has been

broadly used in modern development of high speed CDRs [7]-[10], [18]-[25]. The

Phase Selection block consists of phase multiplexers and phase interpolators. Of

the 10 phases from PLL, the phase multiplexers choose two nearby phases for

to interpolate into 16 intervals for finer resolution. As shown in Figure 3.5, due

to the parallel 5-bit sampling of incoming data, the 5 data sampling and 5 edge

sampling must be parallel shifted; therefore we need 5 duplications of multiplexer

pair and interpolator. In order to reduce circuit complexity and avoid the glitch

caused by switching of multiplexer in the interpolated signal, we use a zigzag

phase selection order instead of one-way selection. Each multiplexer has only

even or odd phases as its inputs; therefore we need only 5-to-1 multiplexer but

not 10-to-1s. The phase selection circuits achieves 160 phase interpolation of a

1.2GHz clock, equivalent to 1/32 UI of 6Gb/s data rate.

3.3 Loop Bandwidth Stabilization

The conventional binary PD generates up/down signals corresponding to the

phase error between the internal clock and input data. Since it detects only the

direction of the phase error, the binary PD can be implemented with a simple

hardware structure. Despite the fact that binary PD is conceptually simple,

there are still many unwanted characteristics such as lacking in good stabilization,
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Figure 3.5: Block diagram of the multi-phase VCO and phase selection.

because of its severe non-linearity. Inherent nonlinearity of the bang-bang control

method makes the binary PD characteristics very sensitive to input data jitter

distribution.

Phase decisions in binary PD are often contaminated by input data jitter.

Figure 3.6 illustrates for two different jitter cases. Both cases assume that the

sampling clock lags the data with a small phase error ∆φ. Jitter histograms and

Up/Down decision rates are depicted in Figure 3.6. The average PD output is

proportional to the difference of up and down probabilities. This implies that

PD output is dependent on the phase error and the jitter distribution as well.

Generally, it is proportional to the phase error, but for the same phase error,

it is inversely proportional to the jitter amount. As a result, the binary PD

shows a linear characteristic near the lock position, and the jitter distribution

determines the phase detector gain [26]. In the case of Figure 3.6, Figure 3.6(a)
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with small jitter has larger gain than that of Figure 3.6(b) with large one. Since

the probabilities difference between the right and left side of sampling point, PD

is not bang-bang controlled any more unless the system becomes jitter-free.

Up Down

φ∆

Up Down

Small jitter

Data eye

Jitter distribution 

and sampling point

Small jitter

(a)

Up Down

φ∆

Up Down

Large jitter

Data eye

Jitter distribution 

and sampling point

Large jitter

(b)

Figure 3.6: Binary PD operation under various jitter condition. (a)Small jitter
(b)Large jitter[26].

In the CDR with a linear PD, effective PD gain remains constant in a noisy

environment. However, in the bang-bang CDR, the effective PD gain changes

with the input jitter pdf, which affects loop characteristics. In other words, when

23



the effective PD gain varies, the loop bandwidth in the CDR also varies. It

is therefore a subject of this thesis to provide an better scheme in our digital

implementations. In order to stabilize the loop bandwidth, the effective PD gain

must remain constant. We propose a M-AES scheme to improve the linearity

and a gain compensation to stabilize the effective gain. These will be further

explained later.

3.3.1 Majority Vote

We start first by explaining the detail of majority vote used in our digital im-

plementation. As shown in Figure 3.7(a) and (b), the binary phase detection is

done by exclusive-or the data sampling and edge sampling to detect transition

and compare the transition with current clock edges. The Pre-Filter could be

composed of Majority Vote and sliding window. The operation of the majority

vote protocol is summing the 5 lead/lag signals and making a final decision to

represent current lead/lag, as shown in Figure 3.7(b). There are two primary

contributions of majority vote: first, the effect of random jitter can be averaged,

i.e., the randomness can be filtered out and the trend of phase drifting can be

maintained; second, the difference of data transition density often causes huge

variation of loop gain and results in instability or loss of tracking. The majority

vote can ensure a constant gain whenever data transition too often or too rare;

hence preserve a reasonable loop gain.

Next we compare the PD behavior with and without majority vote scheme.

We compare three different jitter conditions, they are σRJ=0.002, 0.03, 0.1 UI,

respectively, as shown in Figure 3.8. Figure 3.9(a) and Figure 3.9(b) plot the PD

output versus phase error with and without Majority Vote respectively. In order

to understand the impact of Majority Vote, both PD outputs are normalized from

1 to -1. After the PD output is determined, the effective PD gain in the locked
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Figure 3.7: (a)The ideal operation of data and edge sampling (b)Under jittery
condition, the operation of binary PD and Majority vote.

Figure 3.8: Different jitter sigma conditions for comparison of PD output.
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state can be obtained by calculating the curve slope.

The transition density for 20% and 100% cases and the effective PD gain with

or without Majority Vote are shown in Figure 3.10. Figure 3.10(a) and Figure

3.10(c) show the effective PD gain of the conventional binary PD while transition

density is 100% and 20% respectively. Clearly, its PD gain becomes 5 times as

the transition density turns into fivefold. On the other hand, since the majority

vote scheme makes a final decision over 5 incoming bits, it behavior as only one

transition occurring among the five input data, meaning transition density of

20% is the same with the conventional binary PD under transition density of

100%. The results are shown in Fiugre 3.10(a) and (d). As shown in Figure

3.10), these results reflect that the effective PD gain of majority vote varies from

400 to 750 (less than 2 times) while the transition density turns into fivefold. In

other words, the majority vote can maintain more constant characteristics over

input data transition density variations than that without Majority Vote.

3.3.2 Multiple Alternating Edge Sampling (M-AES) Scheme

To overcome the drawbacks from binary PD, many good edge sampling schemes

were proposed in [10] [27] [18] [19]. [10] [27] offered frameworks for overcoming

PD gain variation and asymmetric jitter distribution by introducing an adaptive

dead-zone. [18] [19] provided methods to reduced intrinsic jitter caused by oscil-

latory steady state of binary PD by introducing dithering in interpolator control

signal and creating variation of edge sampling position. However, both the above

methods are not suitable for our application. First, adaptive dead-zone in [10]

[27] are analog implementation using PLL tracking type CDR, which is not a

dual loop CDR that benefits from bandwidth relaxation. Also the effect of asym-

metric jitter presents only under large jitter conditions (σRJ > 0.06UI) which is

beyond the SATA specification. Furthermore, the adaptive dead-zone has diffi-
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(a)

(b)

Figure 3.9: The normalized PD output for various jitter conditions
(a)without Majority Vote
(b)with Majority Vote
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(a) (b)

(c) (d)

Figure 3.10: The effective PD gain for various jitter conditions
(a)Under transition density = 100% condition (without Majority Vote)
(b)Under transition density = 100% condition (with Majority Vote)
(c)Under transition density = 20% condition (without Majority Vote)
(d)Under transition density = 20% condition (with Majority Vote)
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culty in discriminating large periodic jitter or frequency offset from ordinary ISI,

hence isn’t appropriate for SSC applications. Second, the dithering of edge sam-

pling signal in [18] [19] requires different interpolator control for data sampling

and edge sampling, this requires huge amount of circuit complexity especially in

multi-phase parallel sampling CDR that uses multiple interpolators. We there-

fore propose an edge sampling scheme to linearize PD gain and it is suitable for

digital implementation with very simple circuit design. The concept is described

below.

E0 E0E1 E1E2 E2E4 E4E3 E3

Alternating

Figure 3.11: The proposed multiple alternating edge sampling.

The proposed Multiple Alternating Edge Sampling is shown in Figure 3.11.

Unlike the 3x over-sampling that uses two edge samplings per UI in [27], one

edge sampling altering at two sides of original point is enough to create dead-

zone. Furthermore, since there is five parallel bit sampling in our work, we

can alternate the five edge sampling clock E0 to E4, each to different amount

of phase. This equivalently creates eleven different levels of PD gain propor-

tional to the phase deviation. In our design the altering amount are chosen to

be (0.04/0.06/0.08/0.10/0.12)UI where 0.08UI is the intrinsic jitter which is the

effective loop gain multiplied by loop latency. AES PD creates a small dead-zone

which equals 2× E0.
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Figure 3.12: Different data transition density results in different PD gain, φe1 =
φe1.

3.3.3 Gain Compensation

Since the nonlinearity nature of the conventional binary PD, the PD gain varies

with data transition density. It produces a nonzero output of either lead or lag

for data transitions and a zero output for non-transitions. Figure 3.12 highlights

differences between the two different data transition density condition. Although

the phase error in both condition is the same, PD gain changes with the transition

density. In order to maintain the stability of the PD gain during high data

transition or low data transition, we propose a gain compensation scheme. The

scheme counts the data transition and normalize its output with respect to data

transition counts. The PD output is therefore less sensitive to the transition

density of data patterns. Table 3.1 provides an example of PD gain decoding,

where Gn represents Normalized gain which is (lead-lag)/transition counts.

Although Majority Vote scheme could improve the performance of the conven-

tional binary PD, there are still some drawbacks. Then we compare the behavior

of Gain Compensation and Majority Vote. Note that the hardware complexity is

similar between these two.

Figure 3.13 show the normalized gain versus (lead-lag) using Gain Compen-

sation and Majority Vote. It can be observed that the PD output with Majority

Vote is less sensitive for various (lead-lag). On the other hand, there is greater
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Table 3.1: The operation of gain compensation.

5 transition

lead lag lead-lag Gn

5 0 5 1

4 1 3 0.6

3 2 1 0.2

2 3 -1 -0.2

1 4 -3 -0.6

0 5 -5 -1

4 transition

4 0 4 1

3 1 2 0.5

2 2 0 0

1 3 -2 -0.5

0 4 -4 -1

3 transition

3 0 3 1

2 1 1 0.33

1 2 -1 -0.33

0 3 -3 -1

actual information about lead/lag signals while using Gain Compensation. To

take one example, assuming case1 of lead/lad signals is 3 leads and 2 lags, and

case2 is 5 leads. The PD output for both cases is 0.2 and 1 respectively for Gain

Compensation scheme while it’s both 1 for Majority Vote. As a result, the loop

gain of Gain Compensation is more suitable than Majority Vote especially near

the locking state.

3.4 Simulation Results

The behavior of the CDR can be modeled with a discrete-time closed-loop system.

Figure 3.14 shows a conceptual model. There are three gain parameters that

are tunable to fit jitter specifications. They are phase-rotator counter gain KR,
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Figure 3.13: Normalized gain versus (lead-lag) for Majority Vote and Gain Com-
pensation.

Proportional gain GP and Integral gain GI . The z−n models the total loop delay.

The loop delay directly affects loop stability and jitter performance and should be

carefully designed to minimize it. Using this model, GP and GI can be designed

according to the simulation results.
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Figure 3.14: The discrete-time model of proposed CDR.

The comparison of PD output and phase step response among conventional
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binary PD, PD with majority vote, and PD with gain compensation is shown in

Figure 3.15. The vertical axis is time offset in UI and the horizontal axis is bit

cycle number. In addition, AES scheme is adopted in Figure 3.16. The frequency

of the period jitter for each case in Figure 3.15 and Figure 3.16 is 3MHz. There

are a number of points worth noting below:

First, since M-AES scheme enhances the linearity of phase detection, tracking

ability in Figure 3.16 is obviously improved as compared to Figure 3.15.

Second, as observed in Figure 3.15(a)(b) and Figure 3.16(a)(b), due to lacking

in good stabilization, the tracking ability of conventional binary PD becomes poor

while the data transition density turns into half.

In addition, the difference between Majority Vote and Gain Compensation

show little difference under this jitter condition. What factors have led to this

result? The reason is the fact that the inequality of the PD gain between the two

is not apparent even though Gain Compensation scheme provides more lead/lag

information than Majority Vote. This phenomenon is especially obvious during

low data transition. To take an example, if there is only one transition occurring

among the five incoming data, the normalized PD output of these two schemes

have no difference. On the other hand, assuming there are 3 lead and 2 lag among

five parallel incoming data. For Majority Vote case, the normalized PD output

is 1 while it’s 0.2 in Gain Compensation case. It can be seen in Figure 3.16 that

tracking ability in (d) and (f) is quite similar, whereas (f) is better than (d).

As has been noted above, the integral path provides low frequency phase

tracking as well as tracking of frequency offset and spread spectrum. As shown

in Figure 3.17, Gain Compensation is a more proper configuration that tracks

low frequency offset while maintaining good stability. Poor tracking ability of

Majority Vote is a consequence of the feedback loop updating the recovered clock

timing by a fixed amount based on the error polarity in the majority. Especially
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in approaching the locked state, the updated amount could be too large for small

error or even no error. In other words, the effective gain of majority vote is still

bang-bang like so generating intrinsic jitter when phase locked. On the contrary,

Gain Compensation linearize the effective gain. The linear-like nature results in

good tracking ability and thus generates less intrinsic jitter.
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Chapter 4

Spread Spectrum Clocking

4.1 Background

For ease of synchronization, it is often the case that the frequency of both the

transmitter and the receiver are both relatively stable. As the data rate of high

speed links increases, the electromagnetic interference (EMI) caused by these

clock sources becomes a problem as their output spectrum starts overlapping with

wireless frequency bands. The normal EMI occurred in the range between 104

to 1012 Hertz according to the Electromagnetic Frequency Spectrum. Because

the development and efficiency for these components became smaller and more

delicate, these raised more difficulties for the devices to keep away from EMI

pollution. Regulatory bodies like the FCC (Federal Communication Commission)

have maximum limits for peak EMI emissions. The FCC’s regulation is divided

the electronic products into Class A and Class B. The FCC’s Class A regulations

apply to industrial applications and the Class B regulations apply to residential

or consumer applications. Today, FCC regulations are primarily concerned with

peak emissions at any given frequency, not the average emissions over a given

frequency spectrum. Thus, a circuit designer should focus their EMI design efforts

with reducing the peak emissions at any given frequency within the frequency

spectrum, not the overall average emissions within the spectrum. Figure 4.1
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Figure 4.1: FCC Class B Peak Emissions [28].

shows a FCC Class B plot of power (dBµV/m) versus frequency (MHz) for the

peak emission requirements (at 10 meters).

Spread spectrum clocking (SSC) solves this problem by varying the frequency

of the clock so as to spread its power over a range of frequencies such that the

average power emitted at a specific frequency is reduced as shown in Figure 4.2.

A widely adopted SSC profile proposed in an industry standard, Serial AT

Attachment (SATA), is shown in Figure 4.3. As shown in Figure 4.3 the down

spread technique is a way that the demanded frequency will be moved below the

normal frequency between fnom and (1-δ) fnom, where fnom is the normal fre-

quency, δ is the maximum modulation amount of 5000ppm down spread, and fm

is modulation frequency of 30 to 33 kHz respectively. The frequency modulation

profile, in the form of the triangular waveform, can be expressed in Eq.(4.1) [1].

f =





(1− δ)fnom + 2fm · δ · fnom · t when 0 < t <
1

2fm

(1 + δ)fnom − 2fm · δ · fnom · t when
1

2fm

< t <
1

fm

(4.1)
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Figure 4.2: Frequency domain view of SSC.

4.2 Spread Spectrum Mechanism

4.2.1 Introduction to Modulation Mechanism

In general, there are four types of modulation mechanism in a phase-locked loop

(PLL) based SSCG, that is, modulation on VCO, modulation on input reference

clock, modulation on divider and modulation with phase selection method. Figure

t

fnom

1/fm0.5 / fm

nom(1-δ)f

Figure 4.3: Triangular modulation profile for SATA-III [1].

40



fout

Control 

Signal

CPPFD LF VCO

Divider

fref

Modulation 

Signal

Generator

Figure 4.4: Block diagram of a SSCG with modulation on VCO.

4.4 shows that modulating the output clock of a PLL by giving periodic drift on

VCO control voltage with another charge pump used [29]. Many parameters

are subject to temperature drift and process variation due to analog intrinsic

characteristic. It also suffers new jitter source from the analog modulator and

worsen the performance of SSCG.

The SSCG technique with modulation on input reference clock is presented

in [30] and is shown in Figure 4.5. It is a digital approach but because of the

phase selection using multiplexer, glitch problem is very serious. Moreover, the

glitch will cause an injected noise and its noise transfer function has very large

DC gain. Besides, an additional digital processing is needed due to lacking of

precise delay between the delay elements due to digital processing. Its variations

can be so large that trimming can become necessary in critical applications.

Another SSCG type is to utilize modulation on divider [31] as shown in Figure

4.6. In this method, it requires large divider ratio N to achieve high modulation

resolution. However, the phase noise of PLL output is multiplied by N within the

loop bandwidth, whereas outside the loop it folllows that of the VCO [32]. On

the other hand, the settling time of the PLL is determined by the inverse of the
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Figure 4.5: Block diagram of a SSCG with modulation on input reference clock.

CPPFD LF VCO

Main Divider

N1/N2/N3

fref fvco

Modulation 

Signal 

Generator

Divider

Figure 4.6: Block diagram of a SSCG with modulation on divider.

loop bandwidth. It is always desirable to use a small division ratio N with large

loop bandwidth. Therefore, in order to achieve high modulation with large N

leads to low reference clock and loop bandwidth limitation. Hence, the difficulty

of filter design and lock-in time increase. In addition, the noise produced by VCO

is hard to be filtered. A further disadvantage is the appropriate divider ratio N

varies under different spreading requirements.

Finally, the phase selection from the coherent multi-phase output of PLL is

reported [33] and shown in Figure 4.7. It has the potential of sharing a single PLL
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Figure 4.7: Block diagram of a SSCG with phase selection method.

in transmitter and receiver. Also, the SSCG can use the fine multiphase clocks

that are available for oversampling based CDR. It has the potential of using

more phases to achieve low output jitter. In order to avoid these disadvantages

of above, our design is based on the phase selection method published in [33]

for low noise concern. Additional benefits of this architecture deriving from the

phase selection are reduced divider ratio N.

4.2.2 Noise Transfer Function

We derive the noise transfer function of each modulation mechanism to under-

stand the noise performance of each of them. To do this, we can choose one of

them as our basic modulation method to minimize quantization noise due to dig-

ital signal processing. Figure 4.8 illustrates the equivalent linear model of each

modulation mechanism. KPD is the gain of phase detector, F (s) means the trans-

fer function of the loop filter, KV CO is the sensitivity of voltage control oscillator,

and N represents the divider ratio. The quantization noise of each method is

listed below:

-φout presents the output noise due to the quantization noise
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Figure 4.8: Noise transfer function of each modulation mechanism.

-φin models the quantization noise of a SSCG with modulation on input ref-

erence clock

-φc models the quantization noise of a SSCG with modulation on VCO

-φr models the quantization noise of a SSCG with phase selection method

-φd models the quantization noise of a SSCG with modulation on divider

The quantization noise and effective phase variation of each modulation method

is shown below. The noise transfer function of each modulation method is given

by

φout

φin

=
KPDF (s)KV CO

s + 1
N

F (s)KV CO

(4.2)

φout

φc

=
F (s)KV CO

s + 1
N

F (s)KV CO

(4.3)

φout

φr

=
− 1

N
KPDF (s)KV CO

s + 1
N

KPDF (s)KV CO

(4.4)

φout

φd

=
−KPDF (s)KV CO

s + 1
N

KPDF (s)KV CO

(4.5)
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As shown in the Eq.(4.2) to (4.2), all of them reveal the low frequency passing

characteristic. Therefore, the Σ∆ modulation is usually adopted to implement

the modulation signal generator and the analysis of the quantization noise is

almost the same. Although all the noise transfer function presents the same low-

pass character, they have different DC gain. This feature makes the quantization

noise effect quite different. Inserting s = 0 in Eq.(4.2) to (4.2), we find the

respective DC gain:

φout

φin

|s=0 = N (4.6)

φout

φc

|s=0 =
N

KPD

(4.7)

φout

φr

|s=0 = −1 (4.8)

φout

φd

|s=0 = −N (4.9)

Note that the DC gains are greater than one except the phase selection

method. The quantization noise will be amplified through the PLL loop due

to the closed loop gain. To achieve the same noise level at the output of PLL,

a higher order of the Σ∆ modulation is required when the DC gain is higher.

Thus, our design is based on the phase selection method published in [33]. Due

to the same filter attribute, the transient response of spread spectrum behavior

of a SSCG will be realized with modulation on input. All the other modulation

mechanism can be accomplished with the corresponding input referred signal at

the phase detector input.
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Figure 4.9: Triangular modulation profile for SATA-III (a)Ideal profile (b)Digital
approach.

4.2.3 Conception of SSCG Using Phase Rotation

The modulation profile is one of the most important parameters that affects the

performance of spread spectrum. The ideal modulation profile is given in Figure

4.9(a). Due to the unwanted process variation caused by analog approach, an

accurate modulation profile is difficult to implement. Therefore, digital method is

widely applied to carry out the desired modulation profile. As observed in Figure

4.9(b), the digital method digitizes the straight line into a stair-like waveform.

Figure 4.10 shows the block diagram of SSCG using phase rotation scheme,

where k is half of multi-phase number from the VCO, I represents the interpola-

tion and P is therefore the resolution of the phase rotator. The M denotes the

control signal to the phase rotation. The key idea of this approach is changing the

rising edge position of the VCO output at each reference clock rising edge. This

timing adjustment contributes an average shift from the nominal analog value

over N numbers of VCO clock cycle, where N is the divider ratio. Therefore, we

can adjust this timing shifting amount adequately depending on the desired fre-

quency deviation of spread spectrum. Following are descriptions of this scheme.

Figure 4.11 shows a graphical representation of the timing diagram, where

46



TV CO is VCO oscillation period, Tref is the reference clock period, p is the number

of phase provided by the phase interpolation and TV CO

p
represents the resolution

of the phase rotation. As observed in Figure 4.11, we can derive the formula of

the steady state frequency deviation and design our circuit parameter. The VCO

output waveform is adjusted by phase rotator with an amount of TV CO

p
every

reference clock rising edge. This timing adjustment leads to a phase error at the

phase detector input. As a steady state is achieved, the phase error at the phase

detector input is zero. Thus, the reference clock period can be expressed as:

Tref = NTV CO − TV CO

p
(4.10)

We can rewrite Eq.(4.10) as

(N − 1

p
)TV CO = Tref (4.11)

⇒ 1

(N − 1
p
)TV CO

=
1

Tref

(4.12)

From the equation above, we can find that the spread frequency in steady state

condition is

fV CO = fispread

= fref (N − 1

p
)

= fnonspread(1− 1

N × p
)

(4.13)

where fV CO is the VCO oscillation frequency; fnonspread represents the original

frequency of VCO; fref is reference clock frequency, and fispread denotes ideal

spread frequency which means it is in the steady state rather than considering the

transient response in the phase rotation process. With arbitrary phase rotation

amount, α
p TV CO, a general formula is given by

fispread = fnonspread(1− α

N × p
) (4.14)

It can be concluded that a desired spread frequency can be generated by

adjusting the amount of phase rotation.
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Figure 4.10: Block diagram of SSCG using phase rotation scheme.
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Figure 4.11: Timing diagram of the phase rotation.
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4.2.4 Phase Rotation Mechanism

As we can observe in Figure 4.9(b), less high frequency term would be produced

with larger number of the stair in the modulation profile due to the quantization

error. What is more, for a linear time invariant system, a large phase rotation

contributes large phase error at the output of the system. To put it in another

way, high resolution of phase rotation is required which means large p is good for

reducing phase error. In our work, we adopt five stages VCO (2k=10)so a coherent

multi-phase PLL which has ten uniformly distributed phases. The interpolation

is 1
16

(I=16) in our design so that the resolution of the phase rotation is 1
160

TV CO.

From Eq.(4.14) and specification described in [1], the desired maximum spread

frequency is fnonspread(1 − 5000ppm). Therefore, we can derive the maximum

amount of the phase rotation is 9.6 × 1
160

TV CO (P=160) to create a 5000ppm

down-spread frequency deviation. In order to produce the periodic modulation

profile, the control signal moves from 0 to 9.6 and returns to 0 in a circle as shown

in Figure 4.10.

Another design consideration is the number of stairs in modulation profile as

shown in Figure 4.10, denoted by M. The number of stairs depends on the consid-

eration of the hardware implementation and PLL system parameters. The system

response converges quickly with small M. As a result, the frequency distribution

of the SSCG output concentrates on certain frequency so that the performance of

the EMI reduction would be poor. The other drawback is that large input step

due to small number of stairs contributes a big amplitude response. This would

lead to unnecessary high frequency term in the frequency spectrum and increas-

ing cycle-to-cycle jitter. To improve smoothing the triangle wave, the parameter

of the digital controller, M, might be as large as possible. However, excessive

number of stairs in the modulation profile does not improve the resolution since

the deterministic phase rotation resolution. As a result, the design of M should
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Figure 4.12: Block diagram of phase rotation and phase rotation control.

be optimized with considering other parameters.

Figure 4.12 shows the block diagram of phase rotator which consists of two

multiplexer, an interpolator, a phase-rotation counter and a decoder choosing

exactly the adjacent two phases and converts the interpolation ratio signal to a

thermal code.A thermal code is designed to control the interpolator in order to en-

sure the monotonic behavior in the process of phase rotation. The monotonic be-

havior guarantees the accumulated phase is monotonically increased or decreased

during the spread spectrum process. It means that the frequency adjustment of

spread spectrum output would increase or decrease toward the end of modula-

tion profile without any spike in it. If the monotonic characteristic cannot be

guaranteed, there are spikes in the modulation profile. Hence the high frequency

term in modulation profile would be amplified so that the cycle-to-cycle jitter

increases. As we known, the amount of EMI reduction relies on the distribu-

tion of the spreading frequency. A spike in the modulation profile would destroy

the uniform distribution. The amount of EMI reduction would decrease due to

uneven distribution of the spreading frequency.
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Figure 4.13: Randomization and noise shaping to eliminate unwanted spurs.

As described above, the amount of phase rotation changes from 0 to 9.6. If we

use a counter to control the amount of the phase rotation, there is regular sequence

of the rotator resulting in unwanted spurs in the spectrum. Nevertheless, we can

eliminate spurs by randomize the control signals. By randomizing the choice

of the rotation phase such that the average is still we want. Σ∆ modulation

technique is adopted in our work to carry out the fractional number from 0 to 9.6.

Since the amount of the phase rotation can only be integer, there is unavoidable

quantization noise. As shown in Figure 4.13, the basic idea of the noise shaping

technique with Σ∆ modulation is to shape the spectrum of the quantization noise

such that its power within the useful signal band becomes very much small, which

are described in the next section.

4.3 Σ∆ Modulators

Σ∆ modulators are well known in the field of communication and extensively

been used for A/D and D/A conversion applications. The fundamental operation

of these modulators relies on the fact that the spectrum of the quantization noise

is shaped such that a small amount of noise power remains within the useful

signal band with the rest of the quantization noise being pushed to the higher

frequencies. As we mentioned in 4.2.4, the same principles can also be exploited

in the phase rotation application. The Σ∆ modulator used in the phase rotation

mechanism is to randomize the instantaneous phase jumping and hence push
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phase noise associated with the quantization error from low frequency to high

frequency. Then the loop filter filters out the phase noise in high frequency.

4.3.1 Basic Principles of Σ∆ Modulation

We start first by explaining the basic principles of Σ∆ modulators briefly. The

introducion of oversampling noise shaping technique in [34] by Inose and Yasuda

has resulted in a very popular method for converting signals between the analog

and the digital domains. This principle has led to the rapid development of ro-

bust converters known as sigma-delta (Σ∆) modulator based converters [35]. In

the literature, they are also referred as delta-sigma (∆Σ) modulators. The fun-

damental basics of Σ∆ modulators is to combine oversampling and noise shaping

techniques. In Σ∆ modulator, negative feedback combined with a coarse quan-

tization at a high sampling rate shapes the spectrum of the quantization noise

away from the baseband frequencies [36]. The input signal is sampled at a fre-

quency that far exceeds the Nyquist rate to spread the quantization noise over a

bandwidth, which is much larger than the signal band [37].

Shown in Figure 4.14(a) is a block diagram for a general Σ∆ modulator that

incorporates a quantizer along with a accumulator. If the white noise approxi-

mation for the quantizer is used, the linear model of the modulator is illustrated

in Figure 4.14(b). Performing straight forward z-domain analysis on the linear

model, one obtains

Y (z) = X(z)
H(z)

H(z) + 1
+ E(z)

1

H(z) + 1
(4.15)

where X(z), Y (z) and E(z) are the z-transforms of the input, the output and the

quantization error, respectively. In Σ∆ modulation, the signal that is subject to

quantization is not the input signal itself, but a filtered version of the difference

between the input signal and the encoded output. The filter H(z), usually called

the feedforward filter [38], in a 1st-order Σ∆ modulator is a discrete-time integra-
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Figure 4.14: General Σ∆ modulator: (a) block diagram (b) linear model.

tor with transfer function H(z) = z−1

(1− z−1)
. Using this, for a 1st-order modulator

we can write

Y (z) = X(z)z−1 + E(z)(1− z−1) (4.16)

The quantized signal is the integrated (sigma) version of the difference (delta)

between input signal and the analog representation of the binary coded output.

As a result of noise shaping, only a small portion of the noise power lies within

the signal band.

4.3.2 Quantization Noise

The quantization process involved in Σ∆ modulator in an inherently non-linear

operation and introduces errors to the phase rotation. From Eq.(4.16), in a

1st-order modulator, the output is given by the superposition of the one-sample-

delayed version of the input signal, plus the quantization noise that is shaped

by a 1st-order differentiation (high-pass filtered). Observe that the quantization
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error undergoes filtering through a high-pass filter, Hnoise(z) = (1 − z−1), and

thereby reduces the quantization noise around dc.

With z = e2jπf/fref , the expression of Hnoise(f) is written in the frequency

domain to obtain the noise shaping action of the 1st-order modulator.

|Hnoise(f)| = |1− e
− 2jπf

fref |

= |2sin(
πf

fref

)| for 0 ≤ f ≤ fref

2

(4.17)

Quantization error noise can be approximated as white noise with uniform

spectrum distribution within −fs

2
to +fs

2
, fs is the sampling frequency [39]. Then

the power spectral density of the quantization error is given by

Se(f) =
1

12
∆2 1

fs

(4.18)

where ∆ is the difference between adjacent output levels and is called the quan-

tizer bin width [38].

Clock quality is usually described by jitter or phase-noise measurements. The

definitions of phase-noise spectrum is then described. To understand the defini-

tion of the phase-noise spectrum L(f), we define the power spectrum density of

a clock signal as SC(f). The phase noise spectrum L(f) is then defined as the

attenuation in dB from the peak value of SC(f) at the clock frequency, fC , to a

value of SC(f) at f. Figure 4.15 illustrates the definition of L(f). Mathematically,

the phase-noise spectrum L(f) can be written as

L(f − fc) = 10log
SC(f)

SC(fC)
in dB (4.19)

Thus, the power spectrum density for the phase error, SΘe loop, resulting from

quantization error through the loop can be written as

SΘe loop(f) = Sφe(f)× L2
loop(f) (4.20)

where Lloop(f) represents the phase-noise spectrum of a loop. Accordingly, we

can get the phase error amount as long as we know the Lloop(f) of the used loop.
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Figure 4.15: Definition of phase-noise spectrum.

This provides an essential point to the discussion of analysis of quantization noise

described later.

4.3.3 Digital implementation of the Σ∆ modulator

As shown in Figure 4.16, a Σ∆ module is accomplished with a digital accumulator

whose carry bit was used to vary the amount of phase rotation. The symbol K

is the dc input (binary word) to the accumulator, and k is the accumulator size.

In other words, the accumulator carry Ok flag set to high K times in every 2k

cycles. Therefore, the long-term statistics of Ok is a fractional number X = K
2k .

The 2nd-order modulator is used to shape the quantization noise toward higher

frequency. Figure 4.17 illustrates the implementation of 2nd-order Σ∆ modulator.

The first accumulator with input K calculates the average fractional number while

the second one performs the phase error spectral shaping.

In order to realize the accumulator in digital approach, we have to decide the

size of that first. The size of the accumulator relates to the number of stairs in the

modulation profile. To take our example, a 4−bit accumulator is used so that the

desired K in the Σ∆ module equals to 24 × 9.6 = 153.6 and should be truncated
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Figure 4.16: Realization of 1st-order Σ∆ modulator.
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Figure 4.17: Implementation of 2nd-order Σ∆ modulator.
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to 153 to promise the maximum frequency deviation not larger than 5000ppm.

Therefore, the desired amount of phase rotation, from 0 to 9.6 is accomplished by

the accumulator with input integer value from 1 to 153. If the size of accumulator

is too large or too small, the EMI reduction and cycle-to-cycle jitter performance

would become poor. Inasmuch as a large size of accumulator means unnecessary

number of stairs in the modulation profile and vice versa. The impact of number

of stairs in the modulation profile on the behavior of SSCG has been discussed

in section 4.2.4.

4.4 Analysis of Quantization Noise

The modulation mechanism based on modulation on VCO [29], modulation on

input [30], and modulation on divider [31]reveals that DC gain is larger than one

and hence the quantization noise is amplified. A higher-order Σ∆ modulation

is accomplished to shape the amplified quantization noise in these modulation

mechanisms. Although the Σ∆ concept has existed for a log time, there are still

many problems associated with these modulators. A lot of research works have

been done in this field to describe the benefit of the higher-order Σ∆ modulator

[40] [41].

It should be noted, however, as we can derive from Figure 4.17 that the

output of 2nd-order Σ∆ modulator could be M-1, M, M+1, and M+2, where M

represents the integer part of Kave. Hence the maximum rotation phase would

be 3 step, which may result in large cycle-to-cycle jitter at VCO output. The low

jitter requirement in our application might not be satisfied. In order to confirm

this assumption, what follows is focusing on the performance of simple first and

higher-order systems.

For a nth-order accumulator based modulator, the noise transfer function is

Hnoise(z) = (1 − z−1)n. The magnitude spectrum of 1st-order noise transfer is
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shown in Figure 4.18 along with second and third-order ones for comparison.

According to the well-known Nyquist sampling theorem, the signal must be band

limited to half the sampling frequency, so what we concern frequency is below half

the sampling frequency which in our work is 100MHz. Notice that higher-order

noise transfer function provides more attenuation over low frequencies and more

amplification over high frequencies.

Figure 4.18: Magnitude spectrum for noise transfer function. (log scale)

Referring to Eq.(4.14), if the ideal amount of phase rotation is a fractional

number X, the ideal frequency deviation can be expressed in Eq.(4.21). However,

the practical amount of phase rotation is the sum of an ideal term X and a

quantization error term Qe as shown in Eq.(4.22).

fispread = fnonspread(1− X

N × p
) (4.21)

fspread = fnonspread(1− X + Qe

N × p
) (4.22)

To express the power spectrum density of phase error, we derive the normal-
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ized frequency error first. Normalized Frequency Error can be expressed as:

Ideal − practical

Ideal
=

1
N × p Qe

1− X
N × p

=
Qe

N × p−X

≈ Qe

N × p

(4.23)

The clock period of the phase rotator is different from the VCO. Hence we

observe the behavior of phase error on the front of the phase detector. Such phase

error can be represented as φe in Figure 4.8. The phase error formula in time

domain can be described by the following equation

φe(t) = 2πfref

∫
Qe(t)

N × p
dt

= 2π
fref

N × p

∫
Qe(t)dt

(4.24)

Then the phase error in frequency domain is given by

Sφe(f) = (
fref

f ·Np
)2SQe(f) (4.25)

It can be observed from Eq.(4.25) that the higher resolution of phase rotation,

a better PSD result of phase error is achieved at the output of PLL.

We next examine the effect on the resolution of the phase rotation. As men-

tioned above, we can get the information of phase error from Eq.(4.20). Since

what concerned more is the response in jitter performance, we transfer the fre-

quency domain view to the time domain. The first step in calculating the equiv-

alent RMS jitter is to obtain the integrated phase noise power over the frequency

range of interest. Once the integrated phase noise is known, the RMS phase jitter

in radians is given by the equation (see [42] for further details, derivations),

JitterRMS(radians) =

√
2×

∫
Sφe loop(f)df (4.26)
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and dividing by 2πfV CO converts the jitter in radians to jitter in seconds:

JitterRMS(seconds) =

√
2× ∫

Sφe loop(f)df

2πfV CO

(4.27)

where fV CO is is the VCO oscillation frequency.

In order to verify theoretical equations, we use Wolfram Mathematica plat-

form to analyze jitter behavior in different conditions, where all the components

of the PLL have been considered to be ideal. The unit gain frequency of PLL

used in the model is set to 2MHz as shown in Figure 4.19. Figures 4.20-4.22

show the simulated RMS jitter on the front of phase detector and the end of

VCO for various modulators and phase resolution conditions. First, for the same

phase resolution of the interpolator, as seen from Figure 4.20(a), higher-order

modulators provide less jitter over low frequencies and amplify it over high fre-

quencies. On the other hand, since the behavior of PLL system is like low-pass

filter, the high frequency jitter is then attenuated as shown in Figures 4.20(b),

4.21(b), and 4.22(b). For the 1st-order system, the jitter over low frequencies is

more considerable than higher-order one so the PLL loop couldn’t filter it out

remarkably.

Table 4.1: The simulated jitter on the front of PD

JitterRMS (s)
Phase resolution of interpolator

1
160

1
40

1
10

1st-order 1.23ps 4.73ps 19.2ps

2nd-order 1.45ps 5.56ps 25.3ps

3rd-order 2.27ps 8.87ps 36.2ps

Even so, as clearly shown in Figure 4.20(b), the jitter in the 1st-order modu-

lator case is only 0.4 ps which is insignificant in comparison to the one by other

noise source generated. However, Figure 4.22(b) highlights the momentous dif-

ferences while the order of the modulators is different. The RMS jitter turned

out to be a very high 7 ps in 1st-order case while the 3rd one is smaller than 1 ps.
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Figure 4.19: PLL closed loop response.

Table 4.2: The simulated jitter filter through the loop

JitterRMS (s)
Phase resolution of interpolator

1
160

1
40

1
10

1st-order 0.43ps 1.71ps 6.92ps

2nd-order 0.08ps 0.34ps 1.23ps

3rd-order 0.05ps 0.21ps 0.87ps

We also summarize these jitter results in Table 4.1 and Table 4.2. These results

supports the fact that the derived formulas in Eq.(4.25).

Our theoretical results have shown that, once the phase resolution of the

interpolator, p, is high enough, the difference of the jitter from different order

modulators is so insignificant that can be neglected. Whereas the resolution

of interpolator in our work is high enough, in an effort to reduce the hardware

complexity, there is no reason to choose the higher-order Σ∆ modulator to control

the amount of the phase rotator.

It must be noted that the output of higher-order Σ∆ modulators could be

negative, and the negative value control signal would result in up spread clocking

although the average is still down spread. Since our SSCG work is for Serial-ATA
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(a)

(b)

Figure 4.20: Different modulation order conditions for comparison of RMS jitter.
( phase resolution of the interpolator= 1

160
)

(a)on the front of PD (b)filter through the loop

Specification defines the EMI reduction using down-spread with 5000ppm fre-

quency deviation, the higher-order modulator is not suitable for our application.

It is obvious that a behavioral level simulation model is needed to accurately

define the circuit parameters before the real implementation. Meanwhile, a ben-

efit that can be obtained from such a simulation model is that EMI suppression

performance of a Σ∆ modulator with different order can be easily assessed. A

PLL-based SSCG model was run for different order Σ∆ modulations. We devel-

oped the behavioral model on a MATLAB platform.

Figure 4.23 illustrates the TIE jitter at the VCO output for differen order
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(a)

(b)

Figure 4.21: Different modulation order conditions for comparison of RMS jitter.
( phase resolution of the interpolator= 1

40
)

(a)on the front of PD (b)filter through the loop

modulation conditions. Jitter as shown in Figure 4.23(a) changes slowly meaning

it’s low frequency noise. On the contrary, Figure 4.23(b) and (c) display their

behaviors as high frequency like noise. The rms jitter of these results is also

calculated and listed in Table 4.3. Despite different behavior, the jitter in these

conditions is all smaller than 1ps which is negligible as compared with other noise.

This small amount jitter comes from the fact that phase resolution we used in

our work is quite high.

Finally, with SSC enabled, Figure 4.24 shows the clock spectrum in simulation.

As seen from the plot, there is no apparent difference from different cases. The

result indicates that, unlike other cases, the effect of higher-order modulation

63



(a)

(b)

Figure 4.22: Different modulation order conditions for comparison of RMS jitter.
( phase resolution of the interpolator= 1

10
)

(a)on the front of PD (b)filter through the loop

does not apply in our work.
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(a) 1st-order modulator

(b) 2nd-order modulator

(c) 3rd-order modulator

Figure 4.23: TIE jitter of VCO in different order modulators conditions.
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Table 4.3: The RMS jitter of the VCO output

Order of Σ∆modulation

1st-order 2nd-order 3rd-order

JitterRMS (s) 0.447ps 0.197ps 0.169ps

Figure 4.24: The spectrum of VCO output with different order Σ∆ modulations.
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Chapter 5

Experimental Results and
Conclusions

5.1 Circuits Simulation

The circuit level simulation is performed using mixed-mode simulator in Nanosim.

In the simulation, GP=1/8 and GI=1/64 and this is to ensure larger jitter toler-

ance to verify functionality. The input pattern is K28.5 which is a DC-balanced

pattern and includes 5 successive ‘1’s and ‘0’ and successive transition ‘01010’,

‘10101’ to test ISI effect. The K28.5 is ‘10100 00011 01011 11100’ and starts

from LSB. To verify the CDR function, a built-in-self-test (BIST) circuit is used.

The BIST will automatically parallelize and align the serial input, and detect

the K28.5 pattern. After the K28.5 is found, the signal bus ‘rev data’ displays

the pattern and the signal ‘data en’ is set high. If bit error occurs, ‘rev data’ no

longer shows K28.5 pattern and ‘data en’ is set low. In order to prevent perfor-

mance degradation from process variation, we slightly over-designed the circuit

and simulate it at a faster rate of 6.945Gb/s instead of 6Gb/s. That means the lo-

cal PLL generates 1.389GHz instead of 1.2GHz. The simulation results is shown

in Figure 5.1. The clock is set at 1.6GHz, 40ps rise/fall time corresponding to the

simulation result of sampling clock; the receiver data rate is 8Gb/s with 200mV

swing after 10M cable model. To test spread spectrum clock functionality, the
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receiver local clock generator is a spread-spectrum clock generator that generates

−5000ppm, 33KHz modulation frequency SSC. The receiving data is sent at

nominal rate, therefore the CDR has to recover the nominal data rate to produce

correct data. Figure 5.2 shows the clock spectrum in a SSC simulation. It can be

seen that the data clock is recovered from the spread spectrum local clock and is

at 1.389GHz.

(a)

(b)

Figure 5.1: (a) K28.5 Input pattern (b)Verification of CDR functionality.

Figure 5.2: The spectrum of recovered clock and receiver clock in SSC simulation..

The time domain simulation results of the proposed SSC under different order
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Σ∆ modulation are shown in Figure 5.3. These diagrams show the period of VCO

output vs. time. The SSC modulation frequency is 33KHz. It can be seen that

there is no obvious different response from each other in our work. The maximum

cycle-to-cycle jitter of these diagrams can be seen that is all less than 1.5ps during

the spread spectrum operation. An FFT calculation is also adopted in Figure

5.4 to display the frequency domain behavior of the VCO output clock with

different order modulation. The VCO output clock is operating at 1.389GHz,

the modulated clock is down-spreading 4983ppm and the corresponding EMI

reduction is 20.6dB as shown in Figure 5.5.

5.2 Layout

The CDR circuits together with a spread-spectrum clock generator and a continuous-

time equalizer is implemented in UMC 90nm 1P9M process. The chip area is

1.25×1.1 (mm×mm) including 73 bonding pads. The layout floor plan is shown

in Figure 5.6. The multi-phase signals from PLL to the phase selection block

and M-AES block must be routed symmetrically to ensure correct signal timing.

Decoupling capacitors for supply and bias points are placed wherever possible,

but needs to avoid high speed signal lines. The control signals from digital control

to phase selection block and M-AES are very dense and needs extra caution in

layout. The chip summary results of CDR and SSCG are listed in Table 5.1 and

Table 5.2, respectively.

5.3 Measurement Environment Setup

The testing environment setup is shown in Figure 5.7. All DC supply sources are

given from Keithley 2400 Source Meter. Agilent N4903A Serial J-BERT provides

the jittery and spread spectrum clock receiver data for CDR testing. It also
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(a) 1st-order Σ∆ modulation

(b) 2nd-order Σ∆ modulation

(c) 3rd-order Σ∆ modulation

Figure 5.3: Period of VCO output waveform vs. time.
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Figure 5.4: The spectrum of VCO output under different order modulation.

Figure 5.5: Spectrum of VCO output clock with and without spread spectrum
modulation.
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Figure 5.6: Layout view of test chip.

Table 5.1: Design summary of proposed CDR

Process 90nm 1P9M CMOS

Data Rate 6Gb/s

Supply 1V

Power

CDR 6mW

(digital: PD.Filter

Proportional/Integral path)

CDR 41mW

(analog: interpolator.sampler.Mux.)

Active Area 220× 320(µm× µm)(digital)

Gate Count : 24946

240× 380(µm× µm)(analog)

Recovered 54.420ps @PJ, Amp=0.18UI(P2P), Freq=1 MHz

Clock Jitter 17.516ps @RJ, σ=0.02UI

Frequency Tolerance +/−1000ppm

SSC Tracking +/−5000ppm 33KHz
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Table 5.2: Design summary of proposed SSCG

Modulation Frequency 33KHz

Max. Frequency Deviation 4983ppm

Active Area 240× 180(µm× µm)(SSCG and PLL)

270× 220(µm× µm)(Loop filter)

EMI reduction 20.6dB

Jitter performance 1.3ps (P2P)

Power 7.57 mW

provides the reference clock for PLL in spread spectrum clock generator. In order

to measure BER, we use a BIST in the test chip that generates a waveform whose

duty cycle is proportional to the accumulated error bits. This signal is the Error

Signal. Tektronics TDS6124C Digital Storage Oscilloscope is used to measure the

waveform of Error Signal. Tektronics TDS6124C Digital Storage Oscilloscope

also measures the waveform and jitter of CDR recovered clock and recovered

data. Agilent E4440A Spectrum Analyzer is used to measure the spectrum of

CDR recovered clock and the output result of spread spectrum clock generator.
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Figure 5.7: Test Environment Setup.
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Chapter 6

Conclusions

Schemes improving CDR loop bandwidth stabilization includes Majority Vote,

M-AES, and Gain Compensation are proposed. The CDR conforms to SATA gen-

eration 3 specifications. The CDR is a dual loop architecture that is suitable for

multi-channel integration without the need of extra PLLs for different channels.

The 2nd-order digitally implemented phase tracking algorithm is programmable

for different jitter conditions and can track spread spectrum clock transmission.

The proposed Gain Compensation technique eradicates the unwanted side effects

of binary phase detection and enhance the performance during various data tran-

sition density. The CDR meets the specification of jitter quantity and spread

spectrum clock of SATA-III and the specification of jitter tolerance mask of SDH

STM-64 interface. The CDR is implemented in UMC 1P8M 90nm 1.0V Regular-

Vt CMOS technology.

The other objective of this thesis is the effect of different order of Σ∆ mod-

ulation. Our theoretical results have shown that, once the phase resolution of

the interpolator is high enough, the difference of the jitter from different order

modulators is so insignificant that can be neglected. Whereas the resolution of

interpolator in our work is high enough, in an effort to reduce the hardware com-

plexity, there is no reason to choose the higher-order Σ∆ modulator to control

the amount of the phase rotator. The result indicates that, unlike other cases,

75



the effect of higher-order modulation does not apply in our work. Table 6.1 shows

the comparison with other SSCG.

Table 6.1: Design summary of proposed SSCG

Proposed SSCG ISSCC2005 ISSCC2005 ISSCC2006

(Simulated) [33] [41] [30]

Technology 90nm 0.18µm 0.15µm 0.15µm

Modulation Phase Phase Modulation Modulation

Mechanism Rotation Selection on Divider on Input

Divider Ratio 12 60 37.5/75 —

Operating 1.2GHz 1.5GHz 1.5GHz 27MHz

Frequency (ref. clock)

Frequency 5000ppm 5000ppm 5000ppm 30000ppm

Deviation (6MHz) (7.5MHz) (7.5MHz)

EMI Reduction 20.6dB 9.8dB 20.3dB 14dB

EMI Reduction/BW 3.43dB/MHz 1.3 dB/MHz 2.7 dB/MHz
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